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Abstract

Sales managers are unlikely to reap the benefits of implementing predictive analytics applications when salespeople show aversion to or
lack understanding of these applications. For managers, it is essential to understand which factors mitigate or exacerbate these chal-

lenges. This article investigates these factors by studying the implementation of an application that predicts customer churn. Using 9.7

million transactions from a business-to-business company, the authors develop a predictive model of customer churn, implement it in a
field experiment, and study its treatment effects using causal forests. Furthermore, the authors manipulate one specific mitigation

strategy proposed by prior literature: the fostering of users’ realistic expectations regarding the accuracy of an algorithm. The results

show that the effectiveness of the churn prediction application strongly depends on customer characteristics (most importantly the
predicted churn probability and prior revenue) and salesperson characteristics (technology perceptions, abilities, and selling orienta-

tions). Fostering realistic expectations improves the effectiveness of the churn prediction only under very specific circumstances. Two

follow-up stimuli-based experiments conceptually replicate key results of the field study. Therefore, this article helps build theory on
predictive sales analytics and provides specific guidance to managers aiming to increase their return on analytics investments.

Keywords

predictive analytics, customer churn, sales management, personal selling, causal forest

Online supplement: https://doi.org/10.1177/00222437221151039

Submitted April 13, 2021

Predictive analytics is a cutting-edge business trend with the

potential to contribute more than $9 trillion a year in value to

the global economy (Chui et al. 2018). Predictive analytics

support decision making by providing a quantitative estimation

of variables for observations not incorporated in the data set on

which the estimation is based (Shmueli and Koppius 2011;

Wedel and Kannan 2016). Owing to its data richness, the

sales function in particular provides a multitude of opportunities

for predictive analytics (Habel, Alavi, and Heinitz 2023), such

as predictions of lead conversion likelihoods to prioritize pros-

pects, next-best offers to enable cross-selling, and customer

churn likelihoods to improve retention.

However, companies face persistent challenges when imple-

menting predictive sales analytics (Alavi and Habel 2021;

Harvard Business Review Analytic Services 2021). One chal-

lenge is that employees tend to be averse to predictive analytics

(Ammanath, Hupfer, and Jarvis 2020) and lack the necessary

skills or understanding to effectively apply the new tools. As

a result, enhanced salesperson productivity is inconsistent

when adopting such tools. This is emphasized in a 2021

survey we conducted with 189 managers (Web Appendix A

describes the sample): although 77% expected the importance

of predictive sales analytics to strongly increase within five

years, more than half (55%) reported that salespeople harbor

concerns about using predictive analytics. Many salespeople

tend to mistrust the technology (46%) or lack the ability to

use predictive analytics effectively (48%).

To benefit from predictive analytics, sales managers require

an intricate understanding of the factors that exacerbate or mit-

igate these challenges, but to date, these factors are poorly

understood (for a literature review, see Table 1). Conceptual

works have underlined the importance of predictive analytics

for marketing research and practice and have significantly

advanced knowledge of its theoretical foundations (Wedel

and Kannan 2016). Empirical research, however, has largely

focused on the performance consequences of marketing analyt-

ics at the firm level, adopting survey-based designs (Germann,

Lilien, and Rangaswamy 2013). These papers examined the

deployment of analytics in general but not specifically

Johannes Habel is Associate Professor of Marketing, C.T. Bauer College of

Business, University of Houston, USA (email: jhabel@bauer.uh.edu). Sascha

Alavi (corresponding author) is Professor of Sales Management and Chair,

Sales Management Department, University of Bochum, Germany (email:

sascha.alavi@rub.de). Nicolas Heinitz is Research Assistant, Sales Management

Department, University of Bochum, Germany (email: heinitz.nicolas@bcg.com).

Article

Journal of Marketing Research

2024, Vol. 61(4) 718-741

© American Marketing Association 2023

Article reuse guidelines:

sagepub.com/journals-permissions

DOI: 10.1177/00222437221151039

journals.sagepub.com/home/mrj

https://doi.org/10.1177/00222437221151039
https://doi.org/10.1177/00222437221151039
https://journals.sagepub.com/doi/suppl/10.1177/00222437221151039
mailto:jhabel@bauer.uh.edu
mailto:sascha.alavi@rub.de
mailto:heinitz.nicolas@bcg.com
https://us.sagepub.com/en-us/journals-permissions
https://journals.sagepub.com/home/mrj


T
a
b
le

1
.
Se
le
ct
ed

L
it
er
at
u
re

o
n
A
n
al
yt
ic
s
in

M
ar
ke
ti
n
g
an
d
Sa
le
s.

R
e
fe
re
n
c
e

S
tu
d
y
D
e
si
g
n

U
n
it
o
f

A
n
a
ly
se
s

L
o
n
g
it
u
d
in
a
l

A
d
o
p
ti
o
n

P
e
rs
p
e
c
ti
v
e

S
a
le
s

F
o
c
u
s

F
ie
ld

E
x
p
e
ri
m
e
n
t

T
e
c
h
n
o
lo
g
y

P
re
d
ic
ti
v
e

T
o
o
l

D
e
p
e
n
d
e
n
t

V
a
ri
a
b
le

E
x
a
m
in
a
ti
o
n
o
f

H
e
te
ro

g
e
n
e
it
y

Sh
ar
d
a,
B
ar
r,
an
d

M
cD

o
n
n
el
l

(1
9
8
8
)

L
ab

ex
p
er
im
en
t

B
u
si
n
es
s

st
u
d
en
ts

N
o

N
o

N
o

B
u
d
ge
t
al
lo
ca
ti
o
n

D
SS

Ye
s

D
ec
is
io
n
q
u
al
it
y

an
d

ef
fe
ct
iv
en
es
s

—

V
an

B
ru
gg
en
,

Sm
id
ts
,
an
d

W
ie
re
n
ga

(1
9
9
6
)

L
ab

ex
p
er
im
en
t

B
u
si
n
es
s

st
u
d
en
ts

N
o

N
o

N
o

M
ar
ke
ti
n
g

b
u
d
ge
t
al
lo
ca
ti
o
n

D
SS

Ye
s

M
ar
ke
t
sh
ar
e,

p
er
ce
iv
ed

u
se
fu
ln
es
s,

d
ec
is
io
n

co
n
fi
d
en
ce

Q
u
al
it
y
o
f
D
SS
,
ti
m
e

p
re
ss
u
re

L
ili
en

et
al
.
(2
0
0
4
)

L
ab

ex
p
er
im
en
t

U
n
d
er
gr
ad
s,

M
B
A
s,

ex
ec
u
ti
ve
s

N
o

N
o

N
o

D
SS

fo
r
m
ar
ke
ti
n
g

b
u
d
ge
t
al
lo
ca
ti
o
n

Ye
s

In
cr
em

en
ta
l

re
tu
rn
,
ra
te
r

ev
al
u
at
io
n

—

K
ay
an
d
e
et

al
.

(2
0
0
9
)

L
ab

ex
p
er
im
en
t

M
ar
ke
ti
n
g

M
B
A
s

N
o

N
o

N
o

D
SS

fo
r
m
ar
ke
ti
n
g

b
u
d
ge
t
al
lo
ca
ti
o
n

N
o

D
SS

ev
al
u
at
io
n

Fe
ed
b
ac
k
o
n
u
p
si
d
e

p
o
te
n
ti
al
/c
o
rr
ec
ti
ve

ac
ti
o
n
s

D
av
is
-S
ra
m
ek
,

G
er
m
ai
n
,
an
d
Iy
er

(2
0
1
0
)

Su
rv
ey

(o
n
e
ke
y

in
fo
rm

an
t)

Fi
rm

N
o

N
o

N
o

Su
p
p
ly
ch
ai
n

an
al
yt
ic
IT

N
o

Fi
rm p
er
fo
rm

an
ce

E
n
vi
ro
n
m
en
ta
l

u
n
p
re
d
ic
ta
b
ili
ty

A
ra
l,
B
ry
n
jo
lfs
so
n
,

an
d
W
u
(2
0
1
2
)

Fi
rm

p
an
el
d
at
a,

su
rv
ey

d
at
a

Fi
rm

N
o

N
o

N
o

H
R
an
al
yt
ic
s
to
o
l

N
o

Fi
rm

p
ro
d
u
ct
iv
it
y

Pe
rf
o
rm

an
ce

p
ay
,

in
fo
rm

at
io
n

te
ch
n
o
lo
gy

G
er
m
an
n
,
L
ili
en
,

an
d
R
an
ga
sw

am
y

(2
0
1
3
)

Su
rv
ey

(o
n
e
ke
y

in
fo
rm

an
t)

Fi
rm

N
o

N
o

N
o

M
ar
ke
ti
n
g
an
al
yt
ic
s

N
o

Fi
rm p
er
fo
rm

an
ce

C
o
m
p
et
it
io
n
,

cu
st
o
m
er

n
ee
d

ch
an
ge
,
an
al
yt
ic
s

p
re
va
le
n
ce

C
h
ae
,
O
ls
o
n
,
an
d

Sh
eu

(2
0
1
4
)

Su
rv
ey

Fi
rm

N
o

N
o

N
o

A
d
va
n
ce
d
d
at
a

an
al
yt
ic
s
to
o
ls

N
o

O
p
er
at
io
n
al
fi
rm

p
er
fo
rm

an
ce

—

G
er
m
an
n
et

al
.

(2
0
1
4
)

Su
rv
ey

(o
n
e
ke
y

in
fo
rm

an
t)

Fi
rm

N
o

N
o

N
o

C
u
st
o
m
er

re
ta
il

an
al
yt
ic
s

N
o

Fi
rm p
er
fo
rm

an
ce

—

C
h
u
n
g,
W
ed
el
,
an
d

R
u
st
(2
0
1
6
)

Fi
el
d
st
u
d
y

C
o
n
su
m
er
s

N
o

N
o

N
o

M
o
b
ile

p
er
so
n
al
iz
at
io
n

sy
st
em

s

Ye
s

Pe
rs
o
n
al
iz
at
io
n

p
er
fo
rm

an
ce

—

D
’H
ae
n
et

al
.

(2
0
1
6
)

Si
m
u
la
ti
o
n
,
fi
el
d

ex
p
er
im
en
t

Fi
rm

N
o

Ye
s

Ye
s

L
ea
d
q
u
al
ifi
ca
ti
o
n

sy
st
em

Ye
s

L
ea
d
co
n
ve
rs
io
n

—

K
im

an
d
K
an
g

(2
0
1
6
)

Si
m
u
la
ti
o
n
,

su
rv
ey

C
al
l
ce
n
te
r

ag
en
ts

N
o

Ye
s

N
o

L
at
e
p
ay
m
en
t

p
re
d
ic
ti
o
n
to
o
l

Ye
s

P
re
d
ic
ti
ve

to
o
l

ch
o
ic
e

—

C
ô
rt
e-
R
ea
l,

O
liv
ei
ra
,
an
d

R
u
iv
o
(2
0
1
7
)

Su
rv
ey

(o
n
e
ke
y

in
fo
rm

an
t)

Fi
rm

N
o

N
o

N
o

B
ig
d
at
a
an
al
yt
ic
s

N
o

Fi
rm p
er
fo
rm

an
ce

—

G
h
as
em

ag
h
ae
i,

H
as
sa
n
ei
n
,
an
d

Tu
re
l
(2
0
1
7
)

Su
rv
ey

Fi
rm

N
o

N
o

N
o

D
at
a
an
al
yt
ic
s
to
o
ls

N
o

Fi
rm

ag
ili
ty

To
o
ls
fi
t,
p
eo

p
le
fi
t,

ta
sk

fi
t

(c
on
tin
u
ed
)

719



T
a
b
le

1
.
(c
o
n
ti
n
u
ed
)

R
e
fe
re
n
c
e

S
tu
d
y
D
e
si
g
n

U
n
it
o
f

A
n
a
ly
se
s

L
o
n
g
it
u
d
in
a
l

A
d
o
p
ti
o
n

P
e
rs
p
e
c
ti
v
e

S
a
le
s

F
o
c
u
s

F
ie
ld

E
x
p
e
ri
m
e
n
t

T
e
c
h
n
o
lo
g
y

P
re
d
ic
ti
v
e

T
o
o
l

D
e
p
e
n
d
e
n
t

V
a
ri
a
b
le

E
x
a
m
in
a
ti
o
n
o
f

H
e
te
ro

g
e
n
e
it
y

Jo
h
n
so
n
,
Fr
ie
n
d
,

an
d
L
ee

(2
0
1
7
)

Su
rv
ey

(o
n
e
ke
y

in
fo
rm

an
t)

Fi
rm

N
o

N
o

N
o

B
ig
d
at
a
an
al
yt
ic
s

N
o

N
ew

p
ro
d
u
ct

su
cc
es
s

C
u
st
o
m
er

tu
rb
u
le
n
ce

M
ei
re
,
B
al
lin
gs
,
an
d

V
an

d
en

Po
el

(2
0
1
7
)

Fi
el
d
ex
p
er
im
en
t

C
al
l
ce
n
te
r

ag
en
ts

N
o

Ye
s

Ye
s

L
ea
d
sc
o
ri
n
g
to
o
ls

w
it
h
so
ci
al
m
ed
ia

d
at
a

Ye
s

L
ea
d
co
n
ve
rs
io
n

—

N
ai
r
et

al
.
(2
0
1
7
)

Fi
el
d
ex
p
er
im
en
t

C
u
st
o
m
er

N
o

N
o

Ye
s

M
ar
ke
ti
n
g
an
al
yt
ic
s

fo
r
cu
st
o
m
er

ta
rg
et
in
g

Ye
s

C
u
st
o
m
er

vi
si
t

ch
o
ic
e,
p
ro
fi
t

—

Q
u
ija
n
o
-S
an
ch
ez

an
d
L
ib
er
at
o
re

(2
0
1
7
)

Fi
el
d
ex
p
er
im
en
t

M
an
ag
er

N
o

Ye
s

Ye
s

L
ea
d
sc
o
ri
n
g
D
SS

Ye
s

Pe
rc
ei
ve
d

u
se
fu
ln
es
s

—

G
h
as
em

ag
h
ae
i

(2
0
1
9
)

Su
rv
ey

Fi
rm

N
o

N
o

N
o

D
at
a
an
al
yt
ic
s
to
o
ls

N
o

Fi
rm

d
ec
is
io
n

q
u
al
it
y

—

G
h
as
em

ag
h
ae
i
an
d

C
al
ic
(2
0
1
9
)

Su
rv
ey

Fi
rm

N
o

N
o

N
o

B
ig
d
at
a
an
al
yt
ic
s

N
o

Fi
rm

d
ec
is
io
n

q
u
al
it
y

D
at
a
q
u
al
it
y

K
ar
lin
sk
y-
Sh
ic
h
o
r

an
d
N
et
ze
r

(2
0
1
9
)

Fi
el
d
ex
p
er
im
en
t

Sa
le
sp
er
so
n

N
o

Ye
s

Ye
s

P
ri
ce

p
re
d
ic
ti
o
n

to
o
l

Ye
s

P
ro
fi
t

C
u
st
o
m
er

u
n
iq
u
en
es
s,

cu
st
o
m
er

co
m
p
le
x
it
y

W
u
,
L
o
u
,
an
d
H
it
t

(2
0
1
9
)

P
an
el
re
gr
es
si
o
n

w
it
h
se
co
n
d
ar
y

d
at
a

Fi
rm

N
o

N
o

N
o

D
at
a
an
al
yt
ic
s
to
o
ls

N
o

Sa
le
s,
in
n
o
va
ti
ve

o
u
tp
u
t

C
en
tr
al
iz
at
io
n
o
f

in
n
o
va
ti
o
n

st
ru
ct
u
re

K
es
av
an

an
d

K
u
sh
w
ah
a
(2
0
2
0
)

Fi
el
d
ex
p
er
im
en
t

R
et
ai
l
st
o
re

N
o

N
o

Ye
s

P
ro
d
u
ct

as
so
rt
m
en
t

o
p
ti
m
iz
at
io
n
to
o
l

Ye
s

R
et
ai
le
r
p
ro
fi
t

R
et
ai
le
r
d
is
cr
et
io
n
ar
y

p
o
w
er

G
h
as
em

ag
h
ae
i
an
d

Tu
re
l
(2
0
2
1
)

Su
rv
ey

Fi
rm

N
o

N
o

N
o

B
ig
d
at
a
an
al
yt
ic
s

N
o

Fi
rm

d
ec
is
io
n

q
u
al
it
y

—

L
u
o
et

al
.
(2
0
2
1
)

Fi
el
d
ex
p
er
im
en
t

Sa
le
sp
er
so
n

N
o

Ye
s

Ye
s

A
I
sa
le
s
co
ac
h

Ye
s

P
u
rc
h
as
e
ra
te

A
ge
n
t
p
er
fo
rm

an
ce

le
ve
l

K
im

et
al
.
(2
0
2
2
)

Fi
el
d
ex
p
er
im
en
t

Se
rv
ic
e

em
p
lo
ye
e

N
o

N
o

Ye
s

St
u
d
en
t
p
ro
gr
es
s

an
d
ac
h
ie
ve
m
en
t

re
p
o
rt

Ye
s

V
ie
w

o
f
re
p
o
rt
,

te
st
sc
o
re

P
ro
p
en
si
ty

to
u
se

th
e

re
p
o
rt

O
u
r
a
r
ti
c
le

F
ie
ld

e
x
p
e
ri
m
e
n
t,

st
im

u
li
-b
a
se
d

e
x
p
e
ri
m
e
n
ts

S
a
le
sp
e
rs
o
n
–

c
u
st
o
m
e
r–

m
o
n
th

le
v
e
l

Y
e
s

Y
e
s

Y
e
s

C
u
st
o
m
e
r
c
h
u
rn

p
re
d
ic
ti
o
n

Y
e
s

Sa
le
s
re
ve
n
u
e,

ti
m
e

in
ve
st
m
en
t,

d
is
co
u
n
t

C
u
st
o
m
er

ch
ar
ac
te
ri
st
ic
s,

sa
le
sp
er
so
n

ch
ar
ac
te
ri
st
ic
s

(t
ec
h
n
o
lo
gy

p
er
ce
p
ti
o
n
s,

ab
ili
ti
es
,
se
lli
n
g

o
ri
en
ta
ti
o
n
s)

N
ot
es
:
D
SS

=
d
ec
is
io
n
su
p
p
o
rt

sy
st
em

.

720



predictive analytics. Recently, a few papers assessed specific

artificial intelligence–based predictive analytics tools in sales

and marketing contexts, such as automated sales and service

coaches (Kim et al. 2022; Luo et al. 2021) or lead qualification

systems (D’Haen et al. 2016). Although these works provide

valuable insights that predictive analytics tools can indeed

leverage productivity in different domains, they (1) rarely

focused on the sales context, even though sales organizations

are a highly relevant area for predictive analytics tools, (2)

scarcely examined contingencies determining adoption and

effective use of these tools, (3) rarely adopted a longitudinal

adoption perspective, and (4) scarcely examined strategies to

mitigate aversion to and misuse of predictive analytics tools.

To help close these prevailing gaps in the literature, our

article investigates how the implementation of a predictive

sales analytics tool affects customer sales revenue—and

which factors mitigate or exacerbate potential challenges. We

initially conducted a field experiment implementing a customer

churn prediction tool at a business-to-business (B2B) distribu-

tor. The tool provides salespeople with monthly estimated

churn probabilities of their customers. To reduce salespeople’s

aversion to algorithms, we test emergent theory and manipulate

salespeople’s expectations regarding the accuracy of the churn

prediction (Burton, Stein, and Jensen 2020). After the imple-

mentation of the tool, we monitor customer sales revenue

over 12 months, yielding a data set of 234,505 customer–

month observations. Results show that the effects of the imple-

mentation are highly heterogenous and depend on a broad set of

customer and salesperson characteristics, the latter of which can

be further classified into (1) technology perceptions, (2) abili-

ties, (3) and selling orientations. Fostering realistic expectations

improves the effectiveness of the churn prediction only under

specific circumstances—for example, if salespeople harbor

low trust in algorithms but are highly oriented toward learning.

We subsequently conceptually replicate key results in two

stimuli-based experiments with salespeople (Study 2 in the

main text and a supplemental study in Web Appendix B).

These findings have important implications for the academic

discipline and sales practice. Notably, prior research suggests

that predictive sales analytics applications should improve

salespeople’s decision making and, ultimately, customer sales

revenue (e.g., Agnetis, Messina, and Pranzo 2010; Caigny

et al. 2020; Kumar, Leszkiewicz, and Herbst 2018). However,

we find that such beneficial effects do not unconditionally mate-

rialize. Instead, the value salespeople derive from these applica-

tions depends on customer characteristics; the interplay of

salespeople’s technology perceptions, abilities, and selling ori-

entations; and the way companies manage salespeople’s expec-

tations of predictive sales analytics applications. We thus

contribute to marketing research by uncovering a rich set of

moderators from different conceptual categories that govern

the effects of implementing predictive sales analytics.

Sales managers can employ our taxonomy of moderating

factors to optimize outcomes of implementing predictive sales

analytics tools. In essence, sales managers have three pathways

to mitigate key implementation challenges: (1) providing an

environment that gives salespeople the opportunity to learn how

to benefit from a predictive analytics tool, (2) taking salespeople’s

likelihood to benefit into account when deciding for whom and

how to implement a predictive analytics tool, and (3) carefully

deciding when to couple predictions with decision rules.

Mitigating Aversion to and Misuse of

Predictive Analytics

Previous research has reported persistent issues regarding salespeo-

ple’s adoption of new technologies and effective usage (Bohling

et al. 2006; Speier and Venkatesh 2002). Consequently, our

basic proposition rests on the idea that to leverage the potential

of a churn predictive analytics tool, companies have to mitigate

salespeople’s potential aversion to and misuse of the tool (Kim

and Kankanhalli 2009). In what follows, we propose salesperson

and customer characteristics that might be contingencies of the

impact of predictive sales analytics on customer sales revenue.

Salesperson Characteristics as Contingency Factors

We synthesize three clusters of salesperson characteristics from

prior literature: salespeople’s technology perceptions, abilities,

and selling orientation. We elaborate on each in the following

subsections.

Technology perceptions. Prior research across disciplines con-

verged on the notion that individuals’ perceptions of technology

strongly shape their reactions to it (Shibl, Lawley, and Debuse

2013; Speier and Venkatesh 2002). To be more precise, upon

encountering a new technology in their organizations, salespeople

appraise this technology’s potential benefits and threats for them-

selves (Bala and Venkatesh 2015; Beaudry and Pinsonneault

2005). Salespeople’s perceptions of these benefits and threats in

turn determine their attitude toward the technology, which mani-

fests in salespeople’s adoption behavior. The technology accep-

tance model, which is a technology-specific adaptation of the

well-established theories of reasoned action and planned behavior,

represents a seminal framework regarding such salesperson evalu-

ations (Davis, Bagozzi, and Warshaw 1989).

Inspired by developments of innovative, cutting-edge technol-

ogies, recent frameworks focus less on conventional factors that

constitute assets for employees, such as technical functions or

ease of use, and more on employees’ perceived threat by technol-

ogies that may impair technology adoption (Burton, Stein, and

Jensen 2020; Castelo, Bos, and Lehmann 2019). Employees per-

ceive such threats, for example, if newly implemented technolo-

gies interfere with employee autonomy and work processes

(Alavi and Habel 2021). In addition, the prominent literature

stream of algorithm aversion indicates that individuals quickly

lose trust in algorithms that deliver superior but imperfect predic-

tions (Dietvorst, Simmons, and Massey 2015, 2018). One major

driver of this phenomenon is false expectations as to what an

algorithm can achieve, which has led researchers to propose

the development of algorithmic literacy as a mitigation strategy
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(Burton, Stein, and Jensen 2020). Such algorithmic literacy

explains that “a decision maker has to be able to tolerate error

as inherent to any decision task” (Burton, Stein, and Jensen

2020, p. 223). Consequently, mitigating salespeople’s aversion

to the churn predictive analytics tool might include creating real-

istic expectations for the tool.1

Abilities. Different fields of research accept the idea that salespeo-

ple’s abilities should influence their reactions to the implementa-

tion of a churn predictive analytics tool (Bala and Venkatesh

2015; Beaudry and Pinsonneault 2005). Salespeople’s abilities

should (1) foster the perceived usefulness of new technologies

and (2) moderate the effects of the adoption on customer sales

revenue (Habel, Alavi, and Heinitz 2023).

First, salespeople need to be endowed with basic abilities to

use and control the technology (Bala and Venkatesh 2015). A

lack of these abilities will pose barriers to technology adoption

because salespeople are bound to anticipate few benefits from

the technology without the required technical skills. Thus,

learning the required technical skills is essential for promoting

the productive usage of predictive sales analytics tools.

However, naturally, learning such skills may take time.

Consequently, increases in customer sales revenue may not

immediately occur for salespeople after the implementation of

predictive analytics tools but may do so only after a transition

period (Ahearne et al. 2008; Kayande et al. 2009).

Beyond technical skills, salespeople may need proficient

selling skills to perceive the benefits of a customer churn predic-

tion tool. For instance, top-performing salespeople may have a

large portfolio of customers and, thus, a greater need to priori-

tize customers, which entails a more pronounced demand for

timely information on customer churn. However, the relation-

ship between salespeople’s abilities and the perceived benefits

of the tool may be complex: although previous research has

found that experience with algorithmic decisions increases the

utilization of an algorithm, domain-specific expertise reduces

it (Montazemi 1991; Whitecotton 1996).

Second, adopting a new churn predictive analytics tool

should not automatically increase customer sales revenue, but

this effect should depend on salespeople’s ability to effectively

use the information provided by the tool. While new analytics

technologies may deliver superior information about customers

to salespeople, salespeople may lack the necessary selling skills

to leverage such superior information (Burton, Stein, and

Jensen 2020; Habel, Alavi, and Heinitz 2023). Most promi-

nently, obtaining a signal that a customer is likely to churn

may be futile if a salesperson lacks the ability to devise an effec-

tive strategy to recapture the customer’s loyalty.

Selling orientations. Salespeople’s behavioral orientations govern

their (1) adoption and (2) effective use of newly implemented

technologies (Goodhue and Thompson 1995; Hunter and

Perreault 2007; Speier and Venkatesh 2002; Tornatzky and

Fleischer 1990). First, if salespeople are oriented toward behav-

iors related to serving and retaining customers, they should

value accurate customer information, increasing salespeople’s

perceptions of tool usefulness (Galbraith 1974; Goodhue and

Thompson 1995). Second, salespeople’s orientation may also

directly influence how effectively they can use the churn predic-

tion. For example, if salespeople tend to adapt their behaviors

based on novel technologies, they might be able to improve

their decision making with the churn prediction (Habel,

Alavi, and Heinitz 2023).

Customer Characteristics as Contingency Factors

A churn prediction application promises value to salespeople by

equipping them with the potential to serve customers more effec-

tively and efficiently (Guenzi and Habel 2020; Habel, Alavi, and

Heinitz 2023). The extent to which salespeople perceive this

promise as attractive and draw value from it can be predicted

through the expected value theorem, according to which salespeo-

ple will evaluate (1) the possible outcome from using the churn

prediction and (2) the probability that they will achieve this

outcome. We expect that both evaluations will crucially depend

on the characteristics of the specific customer whose churn prob-

ability is predicted (Galbraith 1974; Goodhue and Thompson

1995). First, for example, retaining a sizable customer that

would otherwise churn would exhibit a higher impact on a sales-

person’s sales revenue (and thus commission) than retaining a

smaller customer. Likewise, using the churn prediction to

extend the relationship with a sizable customer (e.g., through

upselling and cross-selling) should yield higher possible out-

comes. Second, customer characteristics may determine sales-

people’s perceived probability that they will achieve these

outcomes. For example, if a customer relationship is character-

ized by high uncertainty (e.g., due to highly volatile sales

revenues), salespeople may perceive uncertainty about their

ability to use the churn prediction effectively (Achrol and Stern

1988). Thus, in summary, a customer’s characteristics might

determine how a salesperson adopts and draws value from adopt-

ing the churn prediction.

Study 1: Field Experiment

Research Context

Our data are from a national B2B wholesaler of construction

supplies, such as paint, wallpaper, and insulation. Twelve

regional organizations participated in the experiment. This

context is well suited for our study for three reasons. First,

the company sells to customers such as construction businesses

and workshops through salespeople who hold the primary

responsibility for the customer relationships within their territo-

ries. Second, despite decentralized sales activities across the

1 In Study 1, we measure several technology perceptions, such as perceived use-

fulness. We also manipulate one such perception, that is, salespeople’s expec-

tations of prediction errors. This manipulation has been suggested as a

managerial strategy to remedy algorithm aversion (Burton, Stein, and Jensen

2020).
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regional organizations, the company centrally records and

stores data in a consistent format. Third, the company considers

customer churn to be an important challenge due to high com-

petition and low barriers to changing the supplier.

Customer Churn Prediction

We developed a tool that estimates the churn probabilities of indi-

vidual customers through extreme gradient boosting (XGBoost;

details in Web Appendix C). We classify customers as churned

when they do not buy a product in the next month and/or the

month after. We adopted this classification from the company’s

management—it is based on the short purchase cycles in the indus-

try, with customers buying on average every 11 days. Throughout

the experiment, we predicted approximately 13,000 customer

churn probabilities each month. On average, the monthly customer

churn prediction models achieved accuracy, recall, and precision

of 80%, 79%, and 29%, respectively, which aligns with prior

studies (e.g., Gordini and Veglio 2017).2

Experimental Procedure

Before the experimental phase, we collected an online survey

from salespeople and focused on potential sources of hetero-

geneity in the treatment effect (see the “Selection of

Covariates” section). We received 130 complete responses,

for a response rate of 83%. We then assigned regional organi-

zations to the experimental conditions using a random number

generator. That is, within each of the 12 regional organiza-

tions, all salespeople were assigned to the same condition to

avoid treatment diffusion. The experimental conditions are

the following:

• Churn prediction only: Salespeople in this condition

received a churn prediction tool that provided monthly

predictions of customers’ churn probabilities.

• Churn prediction with expectation management

(EXM): Predictive sales analytics tools like ours are

bound to make some false positive and false negative pre-

dictions. When realizing such errors, salespeople might

lose trust in the application (Dietvorst, Simmons, and

Massey 2015, 2018). As a mitigation strategy, prior

research recommends fostering realistic expectations of

such errors (Burton, Stein, and Jensen 2020; Kuncel

2008; Lodato, Highhouse, and Brooks 2011). For this

reason, in this condition, we coupled the implementation

of the churn prediction tool with a disclaimer stating that

the algorithm aims to identify customers at risk to churn

and therefore overestimates the risk for some customers.

This disclaimer was communicated every month along

with the predicted churn probabilities.

• Control condition: Salespeople in this condition did not

receive information on customer churn.

The experimental phase lasted for 12 months. At the beginning

of each month, salespeople in the two treatment conditions

(churn prediction only and churn prediction with EXM)

received the predicted churn probabilities for each customer.

We did not prescribe actions (e.g., how often to call on custom-

ers with a high churn probability) because our goal was to

investigate the implications of predictive rather than prescrip-

tive sales analytics (Appelbaum et al. 2017).

We combine our survey data with monthly repeated measures

on a customer level 12 months before and 12 months after the

implementation of the customer churn prediction. The data set

contains 3,316 customers and 43 salespeople in the churn predic-

tion only condition, 3,194 customers and 41 salespeople in the

churn prediction with EXM condition, and 3,648 customers

and 46 salespeople in the control condition. The average

monthly number of customers with transactions per salesperson

is 63 (SD= 30). On average, a salesperson achieves monthly

sales revenues of €150,197 (SD= €80,508).

Empirical Strategy and Identification Concerns

We analyze the effect of our treatment using the causal forest

methodology (Athey and Wager 2019). A casual forest com-

bines causal inference with random forests, estimating the con-

ditional average treatment effect (CATE), τ, on an outcome

variable, Yi, conditional on the treatment assignment, Wi, and

a vector of covariates, Xi:

τ(x) = E[Yi|Wi = 1, Xi = x]− E[Yi|Wi = 0, Xi = x].

For detailed descriptions of the causal forest method in the mar-

keting context, see Chen et al. (2020) and Guo, Sriram, and

Manchanda (2021). Causal forests offer two key benefits for

our study. First, they allow for the estimation of heterogeneous

treatment effects using the potential outcomes framework

(Rubin 2005), estimating each treated and nontreated unit’s

CATE as well as the overall average treatment effect (ATE).

Second, because it is rooted in random forests, causal forests

are nonparametric. Thus, rather than prespecifying the shape

of the relationships between covariates and the CATE, the

shape of these relationships is determined by the node splitting

when growing the forest. Still, identifying the treatment effects

in our experiment is subject to several concerns, which we

outline next.

Nonrandom selection of salespeople. As discussed previously,

we assign regional organizations rather than salespeople to

the experimental conditions to avoid treatment diffusion. In

case there are systematic differences between the regional orga-

nizations, our data may be subject to a selection bias. We thus

initially compare the sales revenue per salesperson and

2 These values are based on the number of true positive (TP), true negative (TN),

false positive (FP), and false negative (FN) predictions. Specifically, a predic-

tion is positive (negative) if the predicted churn probability has a value of

greater than or equal to (less than) 50%. The prediction is true (false) if it is

in line with the observed outcome. Accuracy = (TP + TN)/(TP + TN + FP +

FN). Precision = TP/(TP + FP). Recall = (TP/TP + FN).

Habel et al. 723

https://journals.sagepub.com/doi/suppl/10.1177/00222437221151039


customer across regional organization experimental conditions

(see Table 2). The results suggest that the regional organizations

are largely comparable (further analyses in Web Appendix D).

Heterogeneity in the treatment effects at the customer level.

Although the treatments are administered at the salesperson

level, the treatment effects should vary at the customer level.

This is because salespeople receive the churn probabilities

every month for every individual customer in their portfolio

and subsequently adapt their approaches to their customers.

To uncover the effect of these adaptations, we analyze the

CATE at the customer–month level and allow it to covary

with a customer’s predicted churn probability in the respective

month.

Nonrandom selection of customers to salespeople. Customers

may be assigned to salespeople for unobserved strategic

reasons, which are known to salespeople and shape salesperson

effort and outcomes in the treatment conditions (e.g., Nair,

Manchanda, and Bhatia 2010). To mitigate biases, we employ

a wide variety of customer-related and salesperson-related

covariates of the treatment effect (see the “Selection of

Covariates” section).

Salesperson strategic changes. Salespeople may strategically

change their behaviors to suit the firm’s taste (i.e., stopping

retention), so that estimated treatment effects stem from unob-

served salesperson behavior changes over time rather than

from the intervention. We use three empirical measures to mit-

igate this issue. First, as outlined previously, we employ a wide

variety of covariates for the estimation of heterogeneous treat-

ment effects, aiming to pick up intrinsic differences in the

way salespeople use the churn predictions. Second, we

specify a customer’s predicted monthly churn probability as a

covariate of the treatment effect, aiming to partial out customer

quality. Third, to capture learning dynamics, we add a month

count variable as a covariate of the treatment effect, allowing

the treatment effect to vary across months.

Unobserved salesperson heterogeneity. Despite the wide variety

of covariates, unobserved heterogeneity at the salesperson

level might cause omitted variable bias. We control for such

heterogeneity using an approach developed by Jens, Page,

and Reeder (2021). This approach comprises estimating sales-

person fixed effects in a regression (first step) and adding

these fixed effects as a covariate to the causal forest estimation

(second step). Jens, Page, and Reeder show that if unobserv-

ables predict the outcome (i.e., customer sales revenue), their

approach is effective at recovering both the ATE and heteroge-

neity in the treatment effect. Furthermore, their approach out-

performs alternative approaches, such as including dummy

variables in the causal forest. We specify the following first-step

fixed-effects regression, estimated for the full 24 months of data

(12 months before and 12 during the experiment):

Yijt = β1 × TreatCPOnlyjt + β2 × TreatCPEXMjt

+ β3 × PredictedChurnProbit + β4 × PriorSalesLeveli

+ β5 × PriorSalesHeterogeneityi + αj + γt + ϵijt.

Yijt is the sales revenue that salesperson j generated with cus-

tomer i in month t. TreatCPOnlyjt and TreatCPEXMjt are

dummy variables assuming a value of 1 in months in which the

churn prediction only or the churn prediction with EXM was

deployed. Thus, months in which both dummy variables have a

value of 0 indicate customer–month observations for not-yet-treated

and never-treated salespeople. We include the covariates that vary

within salespeople: customer i’s predicted churn probability in

month t (PredictedChurnProbit), customer i’s mean sales revenue

level before the treatment took place (PriorSalesLeveli), and customer

i’s sales revenue coefficient of variation before the treatment took

place (PriorSalesHeterogeneityi). We include months fixed effects

(γt) as well as salesperson fixed effects (αj) and use a vector of the

salesperson fixed effects as a covariate in our causal forests.

Salesperson departures. It is possible that salespeople who

decided to leave the firm during our experimental phase increas-

ingly disengaged and thus neglected customer churn. Using

data from these salespeople might thus create identification con-

founds (Schmitz et al. 2020). Therefore, we drop customers

whose salespeople departed during the experiment.

Nonresponse bias. We measured several of the covariates in an

employee survey prior to the implementation of the customer

churn prediction (response rate of 83%).We compared respondents’

and nonrespondents’ age (t=1.75, p= .09), company tenure (t=

1.56, p= .13), and cumulative sales revenues in the 12 months

before the implementation (t=−.02, p= .99). Because these do

not differ significantly, nonresponse bias is unlikely to bias our data.

Selection of Covariates

We already mentioned two covariates essential for our identifica-

tion strategy: a customer’s predicted churn probability in each

month as well as a month count variable. In addition, we adopt

potential covariates from the literature streams outlined previously.

Customer characteristics. Customer characteristics may deter-

mine the salesperson’s demand to receive accurate customer

information, increasing salespeople’s use of and benefits from

the prediction (Goodhue and Thompson 1995). Demand for

information should increase for more sizable customers,

leading us to include a customer’s mean sales revenue levels

(in €) across the 12 months prior to the experiment. We also

include the heterogeneity of a customer’s sales revenue, opera-

tionalized as the variation coefficient across the 12 months.

Salesperson characteristics: Technology perceptions. In our preex-

perimental survey, we measured a set of technology perceptions
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that we derived from two streams of the literature. First, build-

ing on the technology acceptance model (Davis, Bagozzi, and

Warshaw 1989), we measure expected usefulness (four items,

e.g., “I would find the customer churn prediction useful for

my work”; full measurements for all survey constructs in

Web Appendix E) and expected ease of use (three items, e.g.,

“I think the customer churn prediction would be easy to

use”). Second, building on the more recent literature on algo-

rithm aversion (Dietvorst, Simmons, and Massey 2015), we

measure general trust in algorithms (three items, e.g., “In

general, I trust automatically generated computer predictions”)

and expected error in churn prediction (three items, e.g., “I think

that the churn prediction would often be wrong for my custom-

ers”). Because individuals are more likely to utilize algorithms

if they feel they have control over the results (Dietvorst,

Simmons, and Massey 2018), we also measure expected con-

straint through churn prediction (three items, e.g., “Through

the churn prediction I would feel more strongly controlled”).

Salesperson characteristics: Abilities. We derive four sets of

ability-related covariates from the literature. First, sales litera-

ture often conceives the level and heterogeneity of salesperson

performance as indicators of their ability (e.g., Boichuk et al.

2019; Bommaraju and Hohenberg 2018). Therefore, we

extract from company records salespeople’s mean sales

revenue levels (in €) and churn level (as the percentage of cus-

tomers churned) for the 12 months prior to the experiment. To

measure sales revenue heterogeneity and churn heterogeneity,

we estimate the variation coefficients of these variables across

months. Second, because ability should correlate with experi-

ence (e.g., Habel, Alavi, and Linsenmayer 2021b), we

measure sales experience as the number of years salespeople

have worked in sales.

Third, whether salespeople use and benefit from predictive

analytics should depend on their ability to carry out the activi-

ties that predictions aim to support (Bala and Venkatesh 2015;

Habel, Alavi, and Heinitz 2023). In our context, the predictions

aim to enable salespeople to recognize which customers will

churn, prioritize customers accordingly, and retain them.

Accordingly, we measure customer churn prediction efficacy

(three items, e.g., “I am good at assessing whether I will lose

a customer”), customer prioritization efficacy (three items,

e.g., “I think about which customers I need to prioritize so

they keep purchasing from us”), and customer retention efficacy

(three items, e.g., “I can influence whether my customers do or

do not churn”).

Fourth, how salespeople use analytics applications may inter-

act with their intuition as well as their grasp of mathematical con-

cepts (Burton, Stein, and Jensen 2020). We thus measure

intuitive efficacy (three items, e.g., “I believe that I make good

decisions when relying on my intuition”) and mathematical effi-

cacy (three items, e.g., “I am mathematically talented”).

Salesperson characteristics: Selling orientations. Lastly, we

measure four sets of selling orientations that may affect sales-

people’s information demand and thus their usage of and ben-

efits from the churn prediction. First, ample research (e.g.,

Franke and Park 2006) has established the importance of sales-

people’s adaptive selling orientation (five items, e.g., “I use an

individual sales approach for every customer”) and customer

orientation (five items, e.g., “I try to find out the customer’s

needs”). Second, sales research often quantifies the extent to

Table 2. Study 1: Comparability Between Treatment Conditions and Control Condition.

Regional

Organization Condition

Number of

Salespeople

Mean Cumulative Sales

Revenue per Salespersona
Number of

Customers

Mean Monthly Sales

Revenue per Customera

1 Churn prediction
only

17 58 1,204 74

2 Churn prediction
only

14 61 1,065 67

3 Churn prediction
only

12 77 1,047 74

4 Churn prediction
with EXM

12 73 764 95

5 Churn prediction
with EXM

11 68 614 100

6 Churn prediction
with EXM

11 81 1,351 54

7 Churn prediction
with EXM

7 55 465 74

8 Control 18 61 1,480 61
9 Control 12 57 750 73
10 Control 10 61 900 60
11 Control 5 67 385 80
12 Control 1 100 133 67

F(2, 9)= .085, p= .919 F(2, 9)= .982, p= .411

aIn 12 months before experiment (indexed).
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which salespeople emphasize building and maintaining relation-

ships with customers (e.g., Cron et al. 2021; Habel, Alavi, and

Linsenmayer 2021a). We borrow two corresponding constructs

(DeCarlo and Lam 2016), hunting orientation (three items, e.g.,

“The best part of my job is acquiring new customers”) and

farming orientation (three items, e.g., “The best part of my job

in spending time with my existing customers”). Third, sales liter-

ature (e.g., Kohli, Shervani, and Challagalla 1998; Sujan, Weitz,

and Kumar 1994) has established the importance of learning ori-

entation (three items, e.g., “An important part of my job as a

salesperson is continuous improvement of my selling skills”)

and performance orientation (three items, e.g., “I want my

coworkers to see me as a good salesperson”). Fourth, adoption

may hinge on innovation orientation (three items, e.g., “I see

myself as very innovative regarding new technologies”).

Controls. We control for salespeople’s gender, age, and the

number of weekly working hours (e.g., Habel, Alavi, and

Linsenmayer 2021b).WebAppendices F andG report correlations

and descriptives. All survey measures are discriminant according

to the Fornell–Larcker criterion (Fornell and Larcker 1981).

Furthermore, following Lindell andWhitney (2001), we examined

common method variance based on the lowest positive correlation

in our data (rgeneral trust in algorithms, hunting orientation< .01), concluding

that a common method bias is unlikely.

Uncovering the Average Treatment Effect

Model-free analysis. In the 12 months of our experiment, the

mean monthly customer sales revenue in the churn prediction

only condition is not significantly different from customer sales

revenue in the control condition (Mchurn only= 2,036.323,

Mcontrol=1,836.863; t=−1.868, p= .062). Similarly, the change

in mean monthly customer sales revenue for the 12 months of

our experiment relative to the 12 months before does not differ

between the churn prediction only and the control condition

(Mchurn only=−8.217, Mcontrol=−22.311; t=−.348, p= .728).

Conversely, the churn prediction with EXM condition has a

higher mean monthly customer sales revenue than the control

condition (Mchurn with EXM=2,056.024, Mcontrol=1,836.863; t=

−2.3, p= .021), though the change in customer sales revenue rela-

tive to before the experiment is not significantly different in the con-

ditions (Mchurn with EXM=−86.065, Mcontrol=−22.311; t=1.384, p

= .166). Furthermore, when comparing the two treatment condi-

tions, we find no significant differences for either absolute levels

of mean monthly customer sales revenue (Mchurn only=2,036.323,

Mchurn with EXM=2,056.024; t=−.175, p= .861) or the change rel-

ative to before the experiment (Mchurn only=−8.217,Mchurn with EXM

=−86.065; t=1.596, p= .111).

Model-based analysis. We estimate the CATE using two causal

forests—one for the effect of the churn prediction only versus

control and one for the churn prediction with EXM versus control.

We specify the monthly sales revenue with a customer throughout

the experimental phase as the outcome variable and enter all covar-

iates discussed previously. We cluster the analysis to account for the

nesting of customers in salespeople (Athey and Wager 2019). Web

Appendix H provides details on the parameter tuning.

Figure 1 shows the distribution of the CATE. Both ATEs are

nonsignificant, suggesting that the monthly sales revenue with a

customer is independent of the treatment condition the corre-

sponding salesperson was assigned to.3 This corroborates our

model-free analysis. However, the figure also shows heterogene-

ity in the treatment effect, which we analyze next.

Understanding Heterogeneity in the Treatment Effect

We initially inspect the importance of the covariates extracted

from the causal forest estimation (Web Appendix I). For both

the churn prediction only (vs. control) and the churn

Figure 1. Study 1: Distribution of CATE.

3 The results are similar when estimating a causal forest that controls for sales-

person × month fixed effects using the procedure by Jens, Page, and Reeder

(2021) (churn prediction only vs. control: ATE = 5.57, SE = 35.73, 95% CI

= [−64.47, 75.59]; churn prediction with EXM vs. control: ATE = −17.27,

SE = 32.92, 95% CI = [−81.79, 47.26]). We also estimated a causal forest

for churn prediction with EXM versus churn prediction only. Again, the ATE

is nonsignificant (ATE = −105.20, SE = 116.46, 95% CI = [−221.664, 11.26].
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prediction with EXM (vs. control), the most important covar-

iates are the prior mean sales revenue level generated with a

customer as well the heterogeneity of that sales revenue.

Furthermore, the predicted churn probability emerges as

highly important, which suggests that salespeople made

case-by-case decisions depending on the size and churn prob-

ability of a customer.

How do the covariates specifically shape the CATE?

Answering this question is not straightforward due to the non-

parametric estimation of the causal forest—that is, the covari-

ates are likely to exhibit nonlinear relationships and form

higher-order interactions with each other. To find tendencies

in these relationships, we follow prior literature and inspect

the effects of covariates on the estimated CATE using paramet-

ric models (e.g., Chen et al. 2020; Guo, Sriram, and Manchanda

2021). Thus, we specify the following model:

τ̂ijt =
∑

30

k=1

(βk × xk)+ αj + ϵijt.

Here, we explain the estimated CATE, τ̂ijt, for customer i of

salesperson j in month t. x1–30 are the covariates and β1–30 are

the estimated effects of these covariates on the CATE. αj are

salesperson fixed effects. Since including salesperson fixed

effects precludes us from estimating the effects of covariates

that are time- and customer-invariant, we estimate additional

models without salesperson fixed effects. ϵijt is the error term,

which we cluster in salespeople (Chen et al. 2020). We stand-

ardize all variables before the estimation.

Main results. Table 3 provides the results of the estimation.

Models 1 (with fixed effects) and 2 (without fixed effects)

explain the CATE for the churn prediction only (vs. control)

and Models 3 (with fixed effects) and 4 (without fixed

effects) explain the CATE for the churn prediction with EXM

(vs. control). For the sake of parsimony and to reduce the like-

lihood of false positives, the following discussion focuses on

highly significant interactions (p < .01).

Several insights emerge. First, for the churn prediction only,

the month positively affects the CATE (Model 2: β= .03045, p

< .001). Thus, the treatment effect grows more positive over

time, suggesting that salespeople increasingly adopt the churn

prediction or learn how to utilize it effectively. Interestingly,

however, this effect is negative in the churn prediction with

EXM condition (Model 4: β=−.15299, p< .001). It seems

that the EXM manipulation accomplished the opposite of

what we intended: Rather than mitigating aversion, on

average EXM seems to have deteriorated adoption and learning

over time. This finding might be explained by two unintended

consequences of the EXM manipulation: (1) Expecting errors

may have led salespeople to perceive the churn prediction as

less instrumental to reaching their goals; thus, they adopted it

less as time progressed (Davis, Bagozzi, and Warshaw 1989).

(2) Expecting prediction errors may have sensitized and

triggered salespeople to be more likely to spot errors (Habel

et al. 2016), which may have undermined trust, leading

them to more quickly stop using the churn prediction

(Davis, Bagozzi, and Warshaw 1989). Given the surprising

nature of this finding, we replicated the negative effect of

EXM in a supplemental study in Web Appendix B.

Second, the CATE for the churn prediction only is more

positive the higher the predicted churn probability (Model 2:

β= .10790, p < .001). This is plausible, as salespeople likely

prioritize customers with high churn probabilities aiming to

either retain them or skim remaining opportunities. Again,

the effect is reversed for the churn prediction with EXM

(Model 4: β=−.21417, p < .001), possibly because the EXM

led salespeople to mistrust high churn probabilities and thus

draw less value from them (see also the supplemental study

in Web Appendix B).

Third, the CATE for the churn prediction only is more positive

for customers with a high prior sales revenue level (Model 2: β=

.66201, p< .001) and less positive for customers with high prior

sales revenue heterogeneity (Model 2: β=−.12840, p< .001).

Thus, salespeople use churn prediction to prioritize particularly

big and stable customers. Again, EXM leads to a lower CATE

for customers with a high prior sales revenue level (Model 4: β

=−.86756, p< .001), again pointing to salespeople potentially

mistrusting these predictions qualified by EXM.

Fourth, the CATE for the churn prediction only is more pos-

itive for salespeople with a high level of prior sales revenue

(Model 2: β= .08915, p < .01). This supports the importance

of salesperson ability when implementing the churn prediction.

Fifth, the constant is negative in Model 2 (β0=−.12840, p<

.001) but positive in Model 4 (β0= .11213, p< .001). As we

standardized all covariates, this suggests that at mean (i.e.,

zero) values of all covariates, the CATE is negative for the

churn prediction only and positive for the churn prediction

with EXM. Naturally, this estimate differs for other values.

For example, at a prior customer sales revenue level one stan-

dard deviation above the mean, the constant is positive in

Model 2 (β0= .53361, p< .001) but negative in Model 4 (β0=

−.75543, p < .001).

Exploratory interaction effects. At first glance, it might seem sur-

prising that only a few of our covariates have effects on the

CATE, as their theoretical rationale seems compelling. Notably,

though, owing to the nonparametric estimation of the causal

forest, their impact may simply not be “linear enough” to be

picked up by our linear regression. Therefore, we take an explor-

atory approach to probe for interaction effects between covariates

(Chen et al. 2020), building on Models 2 and 4 from before.

Table 4 provides the estimated interactions.

We extract five insights from this exploratory analysis. First,

the predicted churn probability has a quadratic rather than a linear

effect on the CATE (Model 1: βquadratic= .11303, p< .001; Model

2: βquadratic= .09467, p< .001), which interacts with a customer’s

prior sales revenue (Model 1: β= .39473, p< .001; Model 2: β=

−.19966, p< .001). Figure 2 plots this effect and reveals that for

the churn prediction only (Panel A), the CATE is positive for

large customers who have a very low or very high predicted

churn probability. Conversely, the CATE is barely affected for
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Table 3. Study 1: Sources of Heterogeneity in Customer–Month-Level CATE.

Churn Prediction Only Versus

Control

Churn Prediction with EXM

Versus Control

Model 1 Model 2 Model 3 Model 4

Constant — −.12840 ***
(.01505)

— .11213 ***
(.00984)

Month .03056***
(.00674)

.03045***
(.00663)

−.15269***
(.00643)

−.15299***
(.00650)

Predicted churn probability .11095***
(.02658)

.10790***
(.02682)

−.21282***
(.02054)

−.21417***
(.02083)

Prior customer sales revenue level .65612***
(.09534)

.66201***
(.09612)

−.86888***
(.07779)

−.86756***
(.07570)

Prior customer sales revenue heterogeneity −.28306***
(.02565)

−.28389***
(.02518)

−.01127
(.02046)

−.01055
(.01947)

Expected usefulness — .04713
(.04163)

— .00135
(.01864)

Expected ease of use — .03451
(.03179)

— −.00057
(.01682)

General trust in algorithms — .01133
(.02069)

— .02942 *
(.01397)

Expected error in churn prediction — .06014
(.03675)

— .03157*
(.01324)

Expected constraint through churn prediction — .02834
(.02805)

— −.00863
(.01219)

Prior sales revenue level — .08915**
(.02779)

— −.01542
(.01443)

Prior sales revenue heterogeneity — −.03237
(.02397)

— −.01963
(.01013)

Prior customer churn level — −.03810
(.02448)

— .02571
(.01502)

Prior customer churn heterogeneity — .03073
(.01626)

— .01056
(.01157)

Sales experience — .03764
(.02048)

— −.00419
(.01174)

Customer churn prediction efficacy — −.00189
(.02663)

— .02004
(.01050)

Customer prioritization efficacy — −.05648*
(.02848)

— .01487
(.01158)

Customer retention efficacy — −.02351
(.02591)

— −.02345*
(.01158)

Intuitive efficacy — −.02251
(.02261)

— −.02270
(.01208)

Mathematical efficacy — .00624
(.02069)

— .01970*
(.00951)

Adaptive selling orientation — −.00170
(.02688)

— −.01321
(.01439)

Customer orientation — −.01807
(.02920)

— .01221
(.01185)

Hunting orientation — −.00187
(.02063)

— −.02865*
(.01278)

Farming orientation — .01088
(.03086)

— .02195*
(.01091)

Learning orientation — .04378
(.02968)

— −.00172
(.01281)

Performance orientation — .01163
(.02061)

— −.01225
(.01295)

Innovation orientation — −.02414
(.02919)

— .01225
(.01263)

Gender — —

(continued)
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small customers. A plausible explanation is that the churn predic-

tion led salespeople to prioritize large customers with low churn

probabilities (to extend the relationship) and high churn probabil-

ities (to save the relationship or skim remaining opportunities).

For the churn prediction with EXM (Panel B), the CATE is neg-

ative for large customers. Perhaps the EXM confused salespeople

and led them to make disadvantageous decisions regarding these

customers (Xu et al. 2022).

Second, similarly, the month count has a quadratic rather

than a linear effect on the CATE (Model 1: βquadratic= .04932,

p < .001; Model 2: βquadratic= .08623, p < .001), which for the

churn prediction only interacts with salespeople’s experience

(Model 1: β= .00723, p< .05) and learning orientation

(Model 1: β= .01467, p< .001). Figure 3 provides correspond-

ing interaction plots, showing that the CATE decreases in early

months and only increases in later months, reflecting a learning

curve. The dip in the CATE is less pronounced and passes faster

for salespeople with high experience (Panel A) and high learn-

ing orientation (Panel B). For the churn prediction with EXM,

the quadratic effect of the month points to an even more pro-

nounced dip in the CATE (see the plot in Web Appendix K),

but we do not find evidence of interaction effects with sales

experience and learning orientation.

Third, we find positive interaction effects between technol-

ogy perceptions and selling orientations on the CATE of the

churn prediction only. Specifically, expected usefulness inter-

acts with adaptive selling orientation (Model 1: β= .05730, p

< .01) and general trust in algorithms interacts with learning ori-

entation (Model 1: β= .04925, p < .05). Figure 4 suggests that

utilizing the churn prediction effectively requires salespeople

to harbor positive perceptions of its effectiveness (Panel A)

and be ready to learn and adapt their behavior (Panel B).

For the churn prediction with EXM, general trust in algo-

rithms and learning orientation exhibit a negative interaction

effect on the CATE (Model 2: β=−.02684, p< .01; see

interaction plot in Web Appendix K). A potential explanation

is that when general trust in algorithms is low, EXM addresses

salient concerns and thus fosters salespeople’s acceptance of

the churn prediction (Burton, Stein, and Jensen 2020;

Dietvorst, Simmons, and Massey 2015), leading them to

benefit from the prediction if their learning orientation is high.

Conversely, when trust in algorithms is high, EXM makes sales-

people uncertain and impedes the value of the prediction.

Fourth, for the churn prediction only, the interaction between

customer churn prediction efficacy and customer retention efficacy

has a negative effect on the CATE (Model 1: β=−.03551, p< .01;

see Figure 5, Panel A). This finding aligns with the theoretical prop-

osition that predictive analytics creates lower value for salespeople

who already possess the skills for which the prediction aims to

enable them (Habel, Alavi, and Heinitz 2023; Luo et al. 2021).

Fifth, the interaction between customer orientation and

farming orientation has a positive effect on the CATE (Model

1: β= .06027, p < .01; Model 2: β= .02633, p< .01). Figure 5,

Panel B, shows the corresponding interaction plot for the

churn prediction only condition (for the churn prediction with

EXM, see Web Appendix K). This suggests that salespeople

who focus on the needs (i.e., high customer orientation) of

existing customers (i.e., high farming orientation) benefit

more from the churn prediction. Farming orientation may lead

salespeople to intensively utilize the churn prediction applica-

tion because preventing customer churn constitutes an essential

task of farming salespeople. Combined with customer orienta-

tion, it may allow them to create value specifically for these cus-

tomers at risk.

Simulation of Ideal Allocation to Treatment Groups

The heterogeneous CATE suggests that firms should not imple-

ment a churn prediction across the board, but they need to care-

fully decide which predicted churn probabilities for which

Table 3. (continued)

Churn Prediction Only Versus

Control

Churn Prediction with EXM

Versus Control

Model 1 Model 2 Model 3 Model 4

−.02497
(.01863)

−.04466***
(.01098)

Age — −.04298
(.02345)

— −.01599
(.01313)

Working hours — −.03470
(.02807)

— .03519***
(.01050)

Salesperson step-1 fixed effect (as covariate) — .01583
(.02537)

— .01780
(.01146)

Salesperson fixed effects ✓ — ✓ —

Observations 53,024 53,024 52,897 52,897
R2/R2 adjusted .475/.474 .456/.455 .647/.646 .642/.642

*p< .05.
**p< .01.
***p< .001.
Notes: Standard errors are in parentheses and clustered in salespeople.
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customers to show to which salespeople. To examine the poten-

tial impact of such a nuanced approach, we simulated the

assignment of salesperson–customer–months to the ideal treat-

ment group and examined the resulting uplift in the firm’s sales

revenue (Chen et al. 2020). Specifically, salesperson–cus-

tomer–months for whom neither the churn prediction only nor

the churn prediction with EXM had a positive CATE were

assigned to the control group (without a churn prediction).

Other salesperson–customer–months were assigned to the treat-

ment condition that improved their CATE the most. Table 5

shows the recommended allocation, also broken down by quan-

tiles on our most important covariate, prior customer sales

revenue level. The simulation reveals that 42% of salesper-

son–customer–months should have been allocated to one of

the two treatment conditions, while 59% should have been allo-

cated to the control group. This procedure would have resulted

in a 3.1% increase in sales revenue—which corresponds to over

€7 million for the 12 months of our experiment.

Study 2: Stimuli-Based Multiround

Experiment

The field experimental Study 1 shows that the effect of a churn

prediction tool on customer sales revenue depends on various

Table 4. Study 1: Exploratory Interactions Affecting Customer–Month-Level CATE.

Churn Prediction Only

Versus Control

Churn Prediction with EXM

Versus Control

Model 1 Model 2

Insight 1: Salespeople benefit more from the churn prediction (without EXM) for large customers with low/high predicted

churn probability

(Predicted churn probability)2 .11303***
(.02774)

.09467***
(.01978)

Predicted churn probability× Prior customer sales revenue level −.53793***
(.06592)

.28227***
(.06579)

(Predicted churn probability)2× Prior customer sales revenue level .39473***
(.05135)

−.19966***
(.05822)

Insight 2: Being able to benefit from the churn prediction requires time, experience, and learning

(Month)2 .04932***
(.00322)

.08623***
(.00367)

Month× Sales experience .00241
(.00356)

.00358
(.00497)

(Month)²× Sales experience −.00723*
(.00285)

−.00489
(.00342)

Month× Learning orientation .01024**
(.00378)

.00224
(.00726)

(Month)2× Learning orientation −.01467***
(.00347)

−.00627
(.00470)

Insight 3: Salespeople with favorable technology perceptions benefit more from the churn prediction if they adapt and learn

Expected usefulness×Adaptive selling orientation .05730**
(.02157)

.00461
(.01005)

General trust in algorithms× Learning orientation .04925*
(.02123)

−.02684**
(.00932)

Insight 4: Salespeople with high “decision-without-prediction capabilities” benefit less from the churn prediction (without

EXM)

Customer churn prediction efficacy×Customer retention efficacy −.03551**
(.01282)

.00829
(.00979)

Insight 5: Salespeople who focus on needs of existing customers benefit more from the churn prediction

Customer orientation× Farming orientation .06927**
(.02147)

.02633**
(.00900)

*p< .05.
**p< .01.
***p< .001.
Notes: Standard errors are in parentheses. Full results table in Web Appendix J.
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contingencies. In Study 2, we conceptually replicate our study in a

controlled environment to test the generalizability of our findings.

Procedure and Design

We conducted a stimuli-based experiment with two groups in a

one-factorial between-subjects design, comprising a treatment

condition (with a churn prediction tool) and a control condition

(without the tool). We focus on a churn prediction without

EXM in this replication for the sake of parsimony. We recruited

200 salespeople via an online panel provider. The salespeople

have an average age of 39.8 years, 52.5% are male, and they

exhibit on average 9.5 years of experience in sales, ranging

from novices to salespeople with 44 years of experience.

They come from industries such as trade (22%), health care

(16%), and professional services (10%)

The salespeople were randomly allocated to the treatment

condition (n= 101) or the control condition (n= 99). They

received a dashboard with information about four customers

and were instructed to develop a strategy for serving these cus-

tomers during the next month, with respect to their time invest-

ment and the discount offered to each customer. The

salespeople were to make these decisions four times (for four

simulated months) and received updated dashboards after the

completion of every round. Such multiround simulations are

well established in the sales literature (Boichuk et al. 2019;

Habel, Alavi, and Linsenmayer 2021b).

In both conditions, the dashboard listed each customer’s ID,

size, and prior sales revenue. Two of the customers were small,

with a prior revenue of $2,000, and two were large, with a prior

revenue of $30,000. In the treatment condition, salespeople

additionally received customers’ churn probabilities. Two cus-

tomers (one small, one large) had a churn probability of 10%, and

the other two had a churn probability of 90%. To update the dash-

board for salespeople’s decisions in the subsequent month, we calcu-

lated each customer’s new churn probability and sales revenue as

functions of these values in the previous month as well as

Figure 2. Study 1: Plot for Insight 1 (Predicted Churn Probability ×

Prior Customer Sales Revenue Level).
Notes: Error bands indicate 95% CIs.

Figure 3. Study 1: Interaction Plots for Insight 2 Regarding Churn
Prediction Only.
Notes: Error bands indicate 95% CIs.

Habel et al. 731



salespeople’s decisions. That is, higher time investment and dis-

counts decreased the churn probability and increased the sales

revenue relative to the prior month (details in Web Appendix L).

Measures

Dependent variables. For every month, we asked salespeople

how much time they would invest in each of the four customers

(timeit), employing a constant sum scale. This required trade-off

decisions because investments in one customer implied dein-

vestments in another customer. Such decision trade-offs are

typical for salespeople in their daily work, as they are frequently

short on time (Cron et al. 2021; Cron, Alavi, and Habel 2022).

For discounting, such trade-offs are less likely; thus, we asked

salespeople for the discount level offered to each customer

(discountit) on a seven-point scale ranging from −3 (“much

lower discounts than previously”) to +3 (“much higher

discounts than previously”). Based on extensive pretesting

(see Web Appendix L), we then simulated customer i’s churn

probability in month t (pit) as:

pit = pi(t−1) × 1− .1 ×
timeit − thresholdi

thresholdi

( )

× (1− .1 × discountit).

The constant thresholdi assumed a value of 5 for small custom-

ers and 30 for large customers. We simulated the sales revenue

(rit), our ultimate dependent variable, as follows:

rit = ri(t−1) × (1− pit) × 1+
timeit

100

( )

× 1+
discountit

10

( )

.

Covariates. We surveyed salespeople on the same covariates

that emerged as most informative in Study 1: expected

Figure 4. Study 1: Interaction Plots for Insight 3 Regarding Churn
Prediction Only.
Notes: Error bands indicate 95% CIs.

Figure 5. Study 1: Interaction Plots for Insights 4 and 5 Regarding
Churn Prediction Only.
Notes: Error bands indicate 95% CIs.
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usefulness, general trust in algorithms, sales experience, cus-

tomer churn prediction efficacy, customer retention efficacy,

adaptive selling orientation, customer orientation, farming ori-

entation, and learning orientation. Furthermore, given that

salespeople in our sample come from a variety of contexts,

rather than collecting salespeople’s prior sales revenue level,

we asked them to evaluate their sales skills on a seven-point

scale (1= “Far below average,” 4= “Average,” and 7= “Far

above average”). We also collected age and gender to control

for demographics. Lastly, because Study 1 showed that the pre-

dicted churn probability and prior customer sales revenue level

matter, we included both as covariates. Prior customer sales

revenue level is a dummy variable (0= low, 1= high).

We organized the data in a salesperson–customer–month

panel (n= 3,200, that is, 200 salespeople× 4 customers× 4

months). Web Appendix M provides correlations and psycho-

metrics of the survey variables, and Web Appendix N provides

descriptive statistics. All survey measures are discriminant

according to the Fornell–Larcker criterion (Fornell and Larcker

1981). In addition, correcting the correlations by the lowest pos-

itive correlation (rexpected usefulness, sales skills= .02) suggests that a

common method bias is unlikely (Lindell and Whitney 2001).

Analytical Approach and Results

We initially verified that our manipulation worked as intended.

Participants in the treatment condition scored significantly

higher on the seven-point item “I was shown each customer’s

probability to stop purchasing from me” (Mtreatment= 6.29,

Mcontrol= 3.02; t=−15.57, p < .001). Following our approach

in Study 1, we proceeded to estimate causal forests with the

three outcome variables of time investment, discount, and

sales revenue. In all causal forests, we clustered for the

nesting of observations in salespeople. Web Appendix O pro-

vides details on parameter tuning.

Figure 6 shows the distributions of the CATE for the three

dependent variables. In line with Study 1, the ATE on all

outcome variables is nonsignificant.

To understand how the covariates shape the CATE we inspect

the importance of covariates (Web Appendix P) and estimate the

effects of covariates on the estimated CATE using parametric

models (e.g., Chen et al. 2020; Guo, Sriram, and Manchanda

2021), replicating the specification from Study 1. Table 6

reports the results. In the following, we first examine the main

effects (three models on the left) and then turn to interactive

effects (two models on the right) of the covariates on the CATE.

Main effects. The three models on the left in Table 6 include

main effects only and complement Study 1 in three ways.

First, like in Study 1, the month positively affects the CATE

on time investment (β= .35869, p< .001) and sales revenue gen-

erated (β= .37217, p< .001). Thus, as the experiment progressed,

salespeople in the treatment group increasingly benefited from

the churn prediction by improving their customer time allocation.

Interestingly, the month count variable negatively affects the

CATE on discount (β=−.09704, p< .001). This means that

with time passing, salespeople in the treatment group tended to

rely less on discounts. Perhaps they used discounts initially to

help reduce the high initial churn probabilities of 90% for two

of the customers and, once successful, preferred to rely on allo-

cating time instead.

Second, the predicted churn probability positively affects the

CATE on time investment (β= .54760, p< .001), discount (β=

.89764, p< .001), and sales revenue (β= .29793, p < .001). This

result fully aligns with Study 1 (and the supplemental study in

Web Appendix B) and indicates that the treatment group

improved their service to customers with high predicted churn

probabilities to retain them.

Third, prior customer sales revenue (a dummy indicating whether

the customer initially had revenue of $2,000 or $30,000) negatively

affects the CATE on time investment (β=−.19122, p< .001), dis-

count (β=−.19699, p< .001), and sales revenue (β=−.11358, p<

.001). This result marks an interesting difference from Study 1,

where the prior customer sales revenue positively affected the

CATE. Plausibly, low prior customer sales revenue might have

enhanced participants’ perception that a customer is close to churn-

ing, while customers with a high prior sales revenue might suggest a

higher likelihood of retainment (Xu et al. 2022). In practice, though,

prior customer sales revenue might be more indicative of the impor-

tance of a customer for a salesperson. We also note that the revenue

generatedwith a customer in the previousmonth, entered as a control

variable in our regressions, is positively related to the CATE on time

investment (β= .25236, p< .001), discount (β= .05130, p< .001),

and sales revenue (β= .36561, p< .001), which is consistent with

the findings of Study 1.

Exploratory interactions. The fourthmodel in the table replicates our

analysis of exploratory interactions from Study 1 in shaping the

Table 5. Study 1: Simulation Results.

Prior Customer-Sales-Revenue-Level

Quantile

Share of Salesperson–Customer–Months per Condition

Revenue

Increase (%)

No Churn

Prediction

Churn Prediction

Only

Churn Prediction

with EXM

All customers 59% 21% 21% 3.1%

1 63% 19% 18% 3.6%
2 60% 22% 18% 3.3%
3 52% 24% 24% 2.5%
4 59% 17% 24% 3.3%
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CATE on sales revenue, and the fifth model adds further exploratory

interactions. Because the results of the models are very similar, in the

following we refer to the fifth, more comprehensive model.

First, consistent with Study 1 (and the supplemental study in

Web Appendix B), the predicted churn probability has a qua-

dratic effect on the CATE (βquadratic= .21254, p < .001),

which positively interacts with the customer prior sales

revenue level (βquadratic= .12608, p < .001). Figure 7, Panel A,

shows a plot, which conceptually aligns with that from Study 1.

Second, consistent with Study 1, the month has a quadratic

effect on the CATE (βquadratic= .15003, p< .001), which interacts

with sales experience (β=−.02908, p< .05). Figure 7, Panel B,

shows that the interaction pattern conceptually replicates Study

1, such that salespeople with high experience benefit from the

churn prediction sooner. Furthermore, the quadratic effect of the

month interacts with learning orientation (β= .03999, p< .05),

though the effect sign differs from the one in Study 1. Figure 7,

Panel C, shows that high learning orientation reduces the CATE

in earlier months and pays off only in the last month. A plausible

explanation is that salespeople high in learning orientation initially

experimented with different behaviors to understand how these

affect sales revenues—a strategy less likely to be found in the field.

Third, in contrast to Study 1, we do not find significant

interaction effects between expected usefulness and adaptive

selling orientation, between general trust in algorithms and

learning orientation, between customer churn prediction effi-

cacy and customer retention efficacy, and between customer

orientation and farming orientation. The fact that a stimuli-

based experiment does not fully replicate the complex

pattern of interactions found in the field-based Study 1 is

not surprising (Golder et al. 2022). For example, take the

interaction between customer churn prediction efficacy and

customer retention efficacy. In the present simulation, sales-

people were not able to predict customer churn without the

customer churn prediction. In contrast, in a field setting,

skilled salespeople might be able to predict customer churn

even without access to predictive analytics (Habel, Alavi,

and Heinitz 2023), thus giving rise to the interaction found

in Study 1. Similarly, because salespeople in this study

could not engage with customers’ needs, the nonsignificant

effect involving customer orientation is not surprising.

Having said this, we uncovered two further exploratory interac-

tions related to technology perceptions and selling orientations.

First, expected usefulness interacts with the predicted churn prob-

ability (see Figure 8, Panel A), such that lower expected usefulness

decreases the CATE for medium predicted churn probabilities.

Low expected usefulness and ambiguous signals such as a

medium predicted churn probability may compound each other,

fostering aversion against the churn prediction. Second, adaptive

selling orientation interacts with farming orientation (see

Figure 8, Panel B), such that if farming orientation is high, adap-

tive selling increases the CATE. Conceptually, this finding is not

too dissimilar from the interaction between farming orientation

and customer orientation revealed in Study 1.

Discussion

Research Issues

Our article contributes to the literature in several ways. First,

our findings emphasize that mitigating employees’ adverse

reactions toward predictive sales analytics is of high impor-

tance. Recall that we found no ATE of the implementation of

a customer churn prediction on salespeople’s sales revenue

with customers. This nonfinding is counterintuitive for us and

our collaborating firm’s management. It seems that for the

average customer, salespeople either did not employ the

churn prediction tool, or, when they did, they made ineffective

decisions based on it. The fact that the average salesperson–cus-

tomer relationship did not benefit from the churn prediction

confirms the notion within managerial (Harvard Business

Review Analytic Services 2021) and academic (Dietvorst,

Simmons, and Massey 2015, 2018) literature that the imple-

mentation of analytics might fail given employees’ aversion

to algorithms, constituting a key hurdle to adoption

(Ammanath, Hupfer, and Jarvis 2020).

Second, we provide an intricate account of factors mitigating

or exacerbating these challenges through a machine-learning-

based “empirics-first” approach (Golder et al. 2022).

Specifically, we synthesize prior literature into customer char-

acteristics and salesperson characteristics, the latter of which

we divide into (1) perceptions of technology characteristics

(Davis, Bagozzi, and Warshaw 1989), (2) abilities to effectively

Figure 6. Study 2: Distribution of the CATE.
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Table 6. Study 2: Sources of Heterogeneity in Customer–Month Level CATE.

Dependent Variable: CATE on …

Time

Investment Discount Revenue Revenue Revenue

Constant −.13207*
(.06270)

−.23119***
(.05650)

−.15621*
(.07562)

−.54055***
(.10283)

−.61486***
(.10998)

Month .35869***
(.01287)

−.09704***
(.00830)

.37217***
(.02556)

.40183***
(.03209)

.40336***
(.03213)

Predicted churn probability .54760***
(.01894)

.89764***
(.01327)

.29793***
(.01123)

.22614***
(.02047)

.22922***
(.01953)

Prior customer sales revenue −.19122***
(.01951)

−.19699***
(.01023)

−.11358***
(.01455)

−.24793***
(.03567)

−.25724***
(.03612)

Expected usefulness .01664
(.02466)

.03491
(.02059)

−.03752
(.02165)

−.02665
(.02084)

.07051*
(.02859)

General trust in algorithms −.03669
(.02303)

−.01344
(.01784)

−.02144
(.02542)

−.02589
(.02422)

−.02765
(.02350)

Sales skills −.02098
(.02369)

.03391*
(.01624)

−.00073
(.02328)

−.01332
(.02451)

−.00948
(.02406)

Sales experience .00188
(.02337)

−.00814
(.01460)

.00227
(.02169)

.02644
(.01775)

.02351
(.01752)

Customer churn prediction efficacy −.02101
(.02166)

.03854*
(.01786)

−.04837
(.02787)

−.04205
(.02753)

−.04734
(.02768)

Customer retention efficacy .09477***
(.02199)

−.01152
(.01463)

−.00235
(.02314)

.01517
(.02272)

.01330
(.02300)

Adaptive selling orientation −.02946
(.02519)

−.09775***
(.01807)

.06046*
(.02568)

.05186*
(.02605)

.06377*
(.02594)

Customer orientation −.01506
(.02622)

−.07898***
(.01771)

−.02161
(.03005)

−.01732
(.02976)

−.02201
(.02986)

Farming orientation .01978
(.02449)

−.04095*
(.01994)

.04227
(.02520)

.03640
(.02315)

.03324
(.02229)

Learning orientation .00622
(.02421)

−.01396
(.01872)

−.00472
(.03060)

−.05055*
(.02422)

−.05801*
(.02332)

Age −.03666
(.02122)

.04246**
(.01563)

−.01002
(.02216)

−.00694
(.02144)

−.00827
(.02138)

Male .11803
(.06886)

.22138***
(.06251)

.11168
(.08407)

.12516
(.08678)

.19612*
(.09342)

Female .14916*
(.06733)

.24461***
(.05796)

.20762*
(.08591)

.22184*
(.08724)

.29370**
(.09452)

Previous month customer sales revenue (log) .25236***
(.02388)

.05130***
(.01543)

.36561***
(.03160)

.40740***
(.03704)

.40831***
(.03732)

Test of Insight 1: Salespeople benefit more from the churn prediction for big customers with low/high predicted churn

probability

(Predicted churn probability)2 .21491***
(.04684)

.21254***
(.04627)

Predicted churn probability× Prior customer sales revenue .01775
(.03114)

.01401
(.03122)

(Predicted churn probability)2× Prior customer sales revenue .11813***
(.03459)

.12608***
(.03475)

Test of Insight 2: Being able to benefit from the churn prediction requires time, experience, and learning

(Month)2 .15003***
(.01107)

.15073***
(.01103)

Month× Sales experience −.00634
(.02017)

−.00792
(.01978)

(Month)2× Sales experience −.02908*
(.01327)

−.02941*
(.01300)

(continued)
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employ the technology (Bala and Venkatesh 2015), and (3)

selling orientations (Hunter and Perreault 2007; Speier and

Venkatesh 2002). We empirically test a wide variety of vari-

ables within these conceptual categories. The findings can be

condensed into five conclusions.

Conclusion 1. The salesperson’s effective employment of the

churn prediction crucially depends on the characteristics of

the specific customer whose churn probability is predicted.

That is, salespeople are more likely to increase their sales

revenue with customers with high churn probabilities as well

as high and stable prior sales revenue. We hereinafter label

these types of variables “characteristics of the predicted object”

(COPO). They account for more than 38% of the heterogeneity

in the treatment effect (Web Appendix I). Our discovery of the

high importance of COPO variables is noteworthy because

prior literature typically focuses on non-COPO drivers of sales

technology adoption, such as a tool’s perceived usefulness and

ease of use (Davis, Bagozzi, and Warshaw 1989). We further-

more find nonlinear interactions between these variables, such

that for large customers, salespeople benefit particularly from a

churn prediction when predicted churn probabilities are very

low or very high.

Conclusion 2. Non-COPO variables are less important than

COPO variables, but collectively they still account for almost

62% of the heterogeneity in the treatment effect (Web

Appendix I). They mainly affect the CATE in interaction

with each other and with COPO variables. For example, vari-

ables such as expected usefulness (Davis, Bagozzi, and

Warshaw 1989), general trust in algorithms (Dietvorst,

Simmons, and Massey 2018), sales experience, adaptive

selling orientation (Franke and Park 2006), learning orientation

(Sujan, Weitz, and Kumar 1994), and farming orientation

Table 6. (continued)

Dependent Variable: CATE on …

Time

Investment Discount Revenue Revenue Revenue

Month× Learning orientation .02049
(.02092)

.02151
(.02112)

(Month)2× Learning orientation .03999*
(.01556)

.04267**
(.01554)

Test of Insight 3: Salespeople with favorable technology perceptions benefit more from the churn prediction if they adapt and

learn

Expected usefulness×Adaptive selling orientation −.00970
(.01294)

−.01285
(.01242)

General trust in algorithms× Learning orientation −.02684
(.01721)

−.03379
(.01825)

Test of Insight 4: Salespeople with high “decision-without-prediction capabilities” benefit less from the churn prediction

Customer churn prediction efficacy×Customer retention efficacy .01506
(.01206)

.01487
(.01227)

Test of Insight 5: Salespeople who focus on needs of existing customers benefit more from the churn prediction

Customer orientation× Farming orientation .01853
(.01729)

.00581
(.01785)

Test of additional exploratory interactions

Predicted churn probability× Expected usefulness .10084***
(.02835)

(Predicted churn probability)2× Expected usefulness −.09348**
(.03048)

Adaptive selling orientation× Farming orientation .03608**
(.01150)

Observations 3,200 3,200 3,200 3,200 3,200
R2/R2 adjusted .230/.226 .852/.851 .133/.129 .175/.167 .181/.173

*p< .05.
**p< .01.
***p< .001.
Notes: Standard errors in parentheses and clustered in salespeople.
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(DeCarlo and Lam 2016) form higher-order interactions in

shaping the CATE. We summarized these in the five insights

presented as part of Study 1.

Conclusion 3. The benefits salespeople draw from predictive

analytics are highly dynamic over time—and to our best

knowledge, ours is the first study to examine these dynamics

(see Table 1). The dynamics are shaped by sales experience

and learning orientation, suggesting that benefiting from the

churn prediction requires time, experience, and learning.

Conclusion 4. Predictive sales analytics can have nuanced

effects on salespeople’s decisions about how to serve custom-

ers. In Study 2, salespeople tended to allocate more time and

grant deeper discounts to customers with high churn probabili-

ties, and this effect further interacted with a customer’s prior

sales revenue level. These findings reveal how the implementa-

tion of a predictive sales analytics application induces adaptive

selling (Alavi, Habel, and Linsenmayer 2019; Weitz, Sujan, and

Sujan 1986).

Conclusion 5. Managing salespeople’s expectations about the

predictive validity of predictions can foster adoption (Burton,

Stein, and Jensen 2020; Castelo, Bos, and Lehmann 2019)—

however, only under very specific circumstances. For

example, Study 1 suggests that if salespeople generally

harbor low trust in algorithms but are highly oriented toward

learning, managing their expectations can foster effective adop-

tion. However, managing expectations seems to be a double-

edged sword, causing uncertainty and harming effective adop-

tion for many salespeople. Our supplemental study in Web

Appendix B corroborates this finding. Specifically, it shows

Figure 7. Study 2: Diagrams of Core Interactions.

Figure 8. Study 2: Diagrams of Additional Exploratory Interactions.
Notes: Error bands indicate 95% CIs.
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that predicted churn probability on average exhibited a j-shaped

effect on salespeople’s time investment. However, this

j-shaped, quadratic effect particularly emerged for the churn

prediction only condition, but not for the control or churn pre-

diction with EXM condition. Thus, in line with Study 1, such

EXM does not seem conducive to increasing the beneficial

effects of employing the churn prediction. This provides

support for some authors’ conjecture that “it seems unlikely

that an algorithmic literacy program can suffice as a standalone

intervention for solving algorithm aversion” (Burton, Stein, and

Jensen 2020, p. 223).

Third, our study contributes to the predictive sales analytics

literature by developing a customer churn prediction in a B2B

context. While various academic articles have studied the pre-

diction of customer churn (e.g., Ascarza 2018; Gordini and

Veglio 2017; Lemmens and Croux 2006), academic studies

examining customer churn prediction in a B2B setting are

scarce (e.g., Gordini and Veglio 2017; Tamaddoni,

Stakhovych, and Ewing 2017). Our study can provide practical

guidance for future studies predicting B2B customer churn. For

example, the predictive model reveals that purchase recency,

the previous number of purchases, and seasonality indicators

are most relevant to predict customer churn (see Web

Appendix C).

Fourth, our study contributes to marketing research employ-

ing the causal forest methodology. Specifically, we control for

unobserved salesperson heterogeneity using a novel approach

by Jens, Page, and Reeder (2021). This approach entails esti-

mating fixed effects in a parametric model and adding these

fixed effects as covariates to causal forests. We thus provide a

template for future studies that aim to control for group-level

heterogeneity in causal forests.

Managerial Implications

Many salespeople do not adopt predictive analytics tools or fail

to effectively base decisions on them. Our study provides four

recommendations for mitigating these challenges. First, manag-

ers need to provide an environment that gives salespeople the

opportunity to learn how to use a predictive analytics tool effec-

tively. This is because as our studies show, the treatment effect

of implementing the churn prediction is zero on average and

only grows with time. Maybe initially, salespeople simply

observe whether the tool’s predictions are correct. As they

begin to trust the tool and aim to use it to make decisions, sales-

people need to learn which strategies are successful. To illus-

trate, building on Study 2, maybe salespeople initially focus

on granting deeper discounts to customers with a high churn

probability. Only over time do they learn when discounts are

(not) an effective measure to retain customers. In addition,

salespeople learn that the tool helps not only reduce customer

churn but also target loyal customers for cross-selling. Again,

only with time do salespeople learn which of these strategies

is effective under which circumstances. Thus, managers might

encourage exchanges between salespeople about their experi-

ences and effectiveness when utilizing a predictive analytics

tool. In addition, managers could support novice salespeople

by dedicating time to one-on-one or team meetings.

Second, when deciding for whom and how to implement a

predictive sales analytics tool, managers should account for

salespeople’s likelihood to benefit from such a tool.

Salespeople are especially likely to benefit if they perceive

the tool as useful, have high abilities that the tool can comple-

ment, and exhibit orientations that have a high fit with the tool,

such as adaptive selling and learning. Managers might then

focus the implementation of predictive analytics tools on

these specific salesperson segments. For other salesperson seg-

ments, managers might either refrain from implementing the

tool or accompany the implementation with additional training

or change management measures. For example, managers

might educate salespeople on the usefulness of such tools and

help them realize how the tool can support their success.

Third, managers need to consider that salespeople’s deci-

sions based on a predictive analytics tool are nuanced and

highly contingent on situational factors. Specifically, salespeo-

ple reprioritize their efforts in multiple ways, such as through

discounting and devoting more or less time to certain custom-

ers, depending on these customers’ predicted churn probability

and sales revenue. Is such heterogeneity in salesperson deci-

sions desirable? Our conversations with managers and academics

during this study revealed two schools of thought. Some manag-

ers favor a harmonized market approach and thus a combination

of predictions with decision rules. However, to implement deci-

sion rules, managers need to know which courses of action are

conducive to customer sales revenue in certain situations.

Moreover, salespeople feel threatened by decision rules, owing

to a perceived loss of control. Therefore, other managers favor

refraining from decision rules (Burger and Habel 2020) and

instead give salespeople the freedom to combine predictions

with their own experience and intuition. Managers should care-

fully evaluate which of these two schools of thought to follow.

We hope that future research will give them specific guidance

in this respect.

Fourth, managers need to be careful when managing sales-

people’s expectations about potential errors of predictive

tools. This is particularly important because some might advo-

cate such management of expectations as a crucial step toward

reducing algorithm aversion or creating “algorithmic literacy”

(Burton, Stein, and Jensen 2020). However, managing expecta-

tions improved outcomes only under certain conditions—and

these conditions vary substantially from the conditions under

which predictive tools without managing expectations are

most effective. For example, managers might particularly

resort to EXM shortly after introducing a predictive tool for

rather small customers and for salespeople who tend to mistrust

algorithms but are generally willing to learn.

Limitations and Future Research

Our study has several limitations that suggest avenues for future

research. First, an interesting investigation would be to study

whether the implementation of predictive sales analytics tools
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other than customer churn predictions will result in similar

effects. For example, are our findings still valid if a predictive

sales analytics tool is implemented for lead conversion

instead of customer churn? Second, in our study salespeople

were free to use the customer churn prediction however they

saw fit. However, predictive sales analytics tools can also be

introduced to prescribe activities. Thus, a productive inquiry

might consider whether and when the effectiveness of predic-

tive sales analytics tools differs depending on the degree of

guidance provided by such tools. Third and last, our study

investigates one specific mitigation strategy to address the prev-

alent challenges when implementing predictive sales analytics

tools. An interesting avenue of inquiry would be to test other

strategies, such as involving sales employees in the tool devel-

opment process (Burton, Stein, and Jensen 2020).
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