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 Flow, the holistic sensation people experience when they act with total involvement, is a known driver for 

desired work outcomes like task performance. However, the increasing ubiquity of IT at work can disrupt 

employees’ flow. Thus, the impact of IT-mediated interruptions on flow warrants more attention in 

research and practice. We conducted a NeuroIS laboratory experiment focusing on a typical office work 

task—an invoice matching task (i.e., matching customer payments to invoices). We manipulated 

interruption frequency (low, high) and content relevance (irrelevant, relevant) to study the impact of 

interruptions on self-reported flow, its dimensions, and high-frequency heart rate variability (HF-HRV; 

calculated from electrocardiography recordings) as a proxy for parasympathetic nervous system (PNS) 

activation. We found that content relevance moderated the relationship between interruption frequency 

and self-reported flow and that these results vary along flow dimensions. Content relevance also 

moderated the relationship between interruption frequency and PNS activation. Furthermore, self-

reported flow was positively associated with both perceived and objective task performance, while PNS  
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Introduction 

Despite the many positive impacts, digitalized work also 

creates negative outcomes for employees, as information 

technology (IT) can be a source of interruption (e.g., email 

or instant messaging notifications). Such IT-mediated 

interruptions are defined as “IT-based external events with a 

range of content that captures cognitive attention and breaks 

the continuity of an individual’s primary task activities” 

(Addas & Pinsonneault, 2015, p. 233). In the European 

Working Conditions Survey, 33% of EU employees reported 

frequent work interruptions with a disruptive impact on 

primary tasks (Parent-Thirion et al., 2015). 

Information systems (IS) scholars have called for more research 

into the nomological net (i.e., antecedents, consequences, 

moderation, and/or mediation effects) of different IT-mediated 

interruption types (Addas & Pinsonneault, 2015). An important 

consequence could be that interruptions disrupt humans’ flow 

(Rissler et al., 2017a), which may harm desired work outcomes 

such as task performance (Fullagar & Kelloway, 2009). Flow is 

defined as “the holistic sensation that people feel when they act 

with total involvement” (Csikszentmihalyi, 1975, p. 36). 

Despite increasing research interest in flow (Mahnke et al., 

2014, 2015; Rissler et al., 2017b) and increasing employee 

concerns about IT-mediated interruptions (Parent-Thirion et al., 

2015), there is a lack of research on how IT-mediated 

interruptions impact flow (Rissler et al., 2017b) and further 

downstream variables, such as performance (e.g., Addas & 

Pinsonneault, 2018a; Chen & Karahanna, 2018). This lack of 

research is problematic since IT-mediated interruptions, on the 

one hand, improve task completion and performance (e.g., a 

user receives task-relevant information via email). Yet, on the 

other hand, interruptions are not cost-free and may also have a 

severe downside if they prevent users from effectively returning 

to their primary task (Addas & Pinsonneault, 2018a; Chen & 

Karahanna, 2018). 

 
2 Unless stated otherwise, throughout this article, the terms interruption 

frequency and content relevance refer to the respective properties of an IT-
mediated interruption. Interruption frequency refers to the number of 

interruptions per time interval, which may either be low or high. Content 

IS scholars have identified frequency and content relevance as 

key drivers of interruption outcomes (Addas & Pinsonneault, 

2015; Galluch et al., 2015).2 Interruption frequency is critical, 

as interruptions have negative effects on user states, including 

annoyance, anxiety (e.g., Bailey et al., 2001; Bailey & 

Konstan, 2006), overload, and stress (e.g., Galluch et al., 

2015; Tams et al., 2015). Also, office work interruptions have 

increased in recent years and will likely increase even further 

(Addas & Pinsonneault, 2018b; Parent-Thirion et al., 2015). 

Moreover, content relevance is critical as it can potentially 

explain inconsistent findings linking interruptions to both 

negative and positive outcomes (Addas & Pinsonneault, 

2015). Following Addas and Pinsonneault (2015, 2018a), we 

define content relevance as the degree to which an 

interruption’s content supports humans in resolving a primary 

task. Importantly, we expect content relevance to act as a 

moderator in that frequent interruptions may only be harmful 

for irrelevant but not for relevant content. First, flow theory 

suggests that clear and immediate feedback promotes flow 

(Csikszentmihalyi, 2014; Nakamura & Csikszentmihalyi, 

2009). In fact, relevant interruptions also disclose information 

about expected and actual primary task performance (Addas 

& Pinsonneault, 2015). Second, flow theory also suggests 

clear goals as flow facilitators (Csikszentmihalyi, 2014; 

Jackson & Marsh, 1996). While relevant interruptions keep 

task goals clear, irrelevant interruptions could introduce 

unclear feedback and contradictory demands.  

In recent years, scholars have made repeated calls for further 

research into the physiology of flow (Harmat et al., 2015; 

Knierim et al., 2017). As flow can occur unconsciously, self-

report measures alone cannot fully capture this phenomenon 

(Harmat et al., 2015; Knierim et al., 2017). Referring to Ortiz 

de Guinea et al. (2013), Léger et al. (2014a) suggested “to 

enrich current flow measures by capturing implicit (i.e., 

automatic and unconscious) psychophysiological measures in 

conjunction with more explicit (i.e., self-report) measures” (p. 

275). Because physiological measures may explain different 

relevance refers to the significance of an interruption’s content to a task, which 

may either be irrelevant or relevant. In the following the terms ‘irrelevant 
content’ and ‘relevant content’ will be used for simplification. 

 
activation was not related to either performance measure. Lastly, we found no relationship between PNS 

activation (measured by HF-HRV) and self-reported flow, contributing to an important debate in the 

NeuroIS literature on whether physiological evidence constitutes an alternative or a complement to self-

reports. Overall, our findings indicate that frequent interruptions are not harmful per se. Rather, 

considering content relevance is critical for a more comprehensive understanding of the effects on self-

reported flow, its dimensions, and the underlying physiology. 

Keywords: IT-mediated interruptions, flow, electrocardiography (ECG), heart rate variability (HRV), 

laboratory experiment, NeuroIS 
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variance in outcome variables (e.g., performance), they are 

valuable complements to self-report measures (Tams et al., 

2014). On this basis, and in light of the increasing importance 

of neurophysiology in IS research (NeuroIS) (e.g., Dimoka et 

al., 2012; Riedl et al., 2020; Riedl & Léger, 2016), we studied 

both (1) self-reported flow after task execution and (2) 

individuals’ parasympathetic nervous system (PNS) 

activation by electrocardiography (ECG) during task 

execution. We decided to rely on ECG in our study due to its 

particular contribution to flow variance explanation, its high 

robustness, and its low obtrusiveness, which is an important 

factor for the ongoing study of flow in more ecologically valid 

scenarios (Riedl et al., 2014).  

Overall, there is only limited evidence available for the flow-

performance relationship in the office work context 

(Csikszentmihalyi et al., 2016; Peifer & Wolters, 2021). 

Existing research often relies on cross-sectional surveys, with 

most finding a positive direct relationship. Yet, performance 

has been conceptualized in different ways. For instance, cross-

sectional surveys that have conceptualized performance as 

service quality of service personnel (Kuo & Ho, 2010) or work 

creativity of software developers (Zubair & Kamal, 2015) 

have found positive and direct flow-performance links. By 

contrast, a cross-sectional survey covering different 

companies did not confirm a direct flow-performance 

relationship (conceptualized as executing tasks that serve the 

company’s goals); however, conscientiousness emerged as a 

moderator—that is, flow predicted performance for 

conscientious employees only (Demerouti, 2006). With this in 

mind and given calls for further research, particularly research 

using laboratory experiments (e.g., Peifer & Wolters, 2021), 

we also explored this relationship for both perceived and 

objective task performance. 

Regarding the PNS-performance relationship, evidence 

indicates mixed results, namely that high performance is 

either related to high PNS activation (Chin & Kales, 2019) or 

moderate PNS activation (Harris et al., 2017a). Therefore, the 

PNS-performance relationship needs further investigation. 

Against the background of the described status in research, in 

this article, we address the following research questions: 

RQ1: Does content relevance moderate the impact of IT-

mediated interruption frequency on (a) self-reported flow and 

(b) PNS activation? 

RQ2: Do (a) self-reported flow and (b) PNS activation 

positively correlate with perceived and objective task 

performance? 

To address these questions, we conducted a large-scale 

NeuroIS laboratory experiment (N = 166). Using a 2 

(interruption frequency: low, high) by 2 (content relevance: 

irrelevant, relevant) design, participants executed an invoice 

matching task in which they linked customer payments to 

corresponding invoices, a typical task completed by office 

staff using enterprise resource planning (ERP) systems.  

Our research makes four contributions. First, we extend flow 

theory by showing that content relevance moderates the 

relationship between interruption frequency and different self-

reported flow dimensions during a typical office task. This is 

critical, as we find that the frequency-relevance interplay 

influences the self-reported flow dimensions in different 

ways. Second, our research sheds light on how interruptions 

influence flow physiology in terms of PNS activation. Such 

an understanding is important as flow is often described as a 

state of optimized physiological activation (Bian et al., 2016; 

Knierim et al., 2017) and scholars have called for further 

research into flow physiology (Harmat et al., 2015; Knierim 

et al., 2017). We thereby also complement a NeuroIS 

investigation by Ortiz de Guinea et al. (2014) that called for 

“testing users’ neurophysiological reactions to technological 

interruptions and studying the potential temporal correlations 

between neurophysiological measures and perceptual ones 

during IS use” (p. 32). Third, we complement existing 

research on the relationship of self-reported flow and PNS 

activation with both perceived and objective task 

performance. Finally, our work also makes a practical 

contribution by showing system designers, managers, and 

employees what impact IT-mediated interruptions have on 

users’ flow during task execution. We make suggestions on 

how interruptions’ negative effects during office work can be 

avoided using the moderating role of content relevance. 

Moreover, we discuss how future flow-adaptive systems 

could help to mitigate the negative effects of interruptions 

during office work. 

Theoretical Background 

What is Flow? 

Flow was first conceptualized in the 1970s by Mihaly 

Csikszentmihalyi, who created questionnaires and structured 

interviews to study various physical and mental tasks in 

nonprofessional contexts without extrinsic rewards. Later, 

substantiated by a wealth of empirical research, scientists 

established that people can experience flow in nearly any 

activity, regardless of whether its rewards are intrinsic (e.g., 

leisure activities) or extrinsic (e.g., office work). A fundamental 

research finding is that a person may enter a flow state if the 

activity fulfills three preconditions (Csikszentmihalyi, 2014; 

Nakamura & Csikszentmihalyi, 2009): 



Nadj et al. / What Disrupts Flow in Office Work? 

1618 MIS Quarterly Vol. 47 No. 4 / December 2023 

 

Clear goals: Activities with clear goals offer direction and 

purpose. Their value lies in their ability to structure 

experience by channeling attention rather than being an end 

in itself. 

Clear and immediate feedback: Activities with clear and 

immediate feedback from a range of potential sources inform 

individuals about their progress, giving them the opportunity 

to adjust their actions and reduce uncertainty about what to 

do next. 

Perceived challenge-skill balance: Flow tends to emerge 

when the individual conducting an activity perceives a 

balance between challenges (i.e., opportunities for action or 

goals) and skills (i.e., the abilities of an individual to achieve 

these goals).  

The flow experience itself is characterized by the following 

four flow dimensions: 

(1) Merging of action and awareness: During flow, 

individuals are aware of their actions but not of the 

awareness itself (Csikszentmihalyi, 1975, 2000; Jackson & 

Marsh, 1996). Hereby, a sense of effortlessness and 

spontaneity is related to this flow dimension. 

(2) Concentration: The second dimension is a human’s 

concentration on the performed activity. Based on 

interviews, Csikszentmihalyi (1975) found that during flow 

people shut out the world and are mentally cut off from the 

world.  

(3) Loss of self-consciousness: During flow, an activity’s 

action requirements fully involve the individual, rendering 

self-considerations about how one is doing in the view of 

others irrelevant (Jackson & Marsh, 1996). This dimension 

is also known as “ego loss” or “self-forgetfulness” 

(Csikszentmihalyi, 1975, 2014). 

(4) Sense of control: The feeling of being in control over the 

activity’s demands (whether or not this feeling is objectively 

justified) ensures that no fear of failure or worry occurs 

while conducting the activity (Csikszentmihalyi, 1975, 

2000; Jackson & Marsh, 1996). 

The conceptualization of flow along these four dimensions 

has proved remarkably robust, confirmed by studies on 

various activities (Csikszentmihalyi, 2014).3 Further, flow 

appears consistent across different cultures, genders, and age 

 
3 Some literature mentions transformation of time as another flow dimension. 

It denotes a phenomenon where a person is so immersed in an activity that little 
capacity is left for mental processes that contribute to the experience of activity 

duration (Csikszentmihalyi, 2014). We decided not to include transformation 

groups (Csikszentmihalyi, 2014). Flow has also been studied 

in IS contexts such as e-commerce (Yi et al., 2015). For a 

systematic overview of flow in IS contexts, we refer to 

Mahnke et al. (2014) and Rissler et al. (2017b). 

The Physiology of Flow  

Based on neurophysiological evidence, flow is a state of 

optimized cognitive effort and physiological activation 

(Knierim et al., 2017; Peifer & Tan, 2021), culminating in a 

perception of effortless action despite challenging task 

demands. Regarding central nervous system (CNS) activity, 

research on cognitive effort and attention using 

electroencephalography (EEG) measures have repeatedly 

found increased neural activity with increases in cognitive effort 

(when a task becomes more cognitively or attentionally 

demanding—see, e.g., Chikhi et al., 2022); researchers have 

also reported reduced neural activity patterns in expert 

performers when compared with novices (e.g., Wolf et al., 

2015). Scholars have argued that during flow, when high 

challenge meets high skill, the brain only recruits essential 

neural resources, leading to neural efficiency that is perceived 

as effortless, despite some cognitive effort being required to 

meet the task demands (Peifer & Tan, 2021). Further, during 

flow, the brain efficiently integrates attentional processes to 

reduce distractibility (e.g., by down-regulating self-referential 

attentional processes and attentional alertness), thus facilitating 

focus on the primary task (Harris et al., 2017b). In simple terms, 

during flow, attention is highly narrowed on the primary task—

attention-competing stimuli from the outer (e.g., task-irrelevant 

noises) and inner worlds (e.g., thoughts about one’s own needs 

or performances) are discarded (Harris et al., 2017b). 

In extension, scholars understand the body as accompanying 

this neural configuration through the provision of an optimized 

physiological activation, where flow is considered to be directly 

related to autonomic nervous system (ANS) activity (Peifer & 

Tan, 2021). Because CNS and ANS measures appear to be 

mostly complementary for the study of cognitive effort (Chikhi 

et al., 2022), they are often used in concert. The ANS regulates 

the critical functions of the human body, such as heart rate and 

gland activity (e.g., to release behaviorally relevant hormones). 

The two major ANS components are the sympathetic nervous 

system (SNS) and the PNS. SNS activation prepares for action 

or stressful situations (Kolb & Whishaw, 2009; Léger et al., 

2014a; Riedl, 2013). Conversely, PNS activation aims to keep 

the body in a relaxed state or bring it back to such a state, 

counterbalancing SNS activation. This function is critical, as it 

of time as a flow dimension in our study as it was not initially defined by flow 

theory. Moreover, there is evidence that this flow dimension is not stable across 
different tasks (Csikszentmihalyi, 2014; Jackson & Marsh, 1996). 
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secures homeostasis, a state in which the body is in a stable and 

constant condition (Kolb & Whishaw, 2009).  

SNS activation is related to the release of stress hormones, 

increases the heart’s contraction rate and force (cardiac output), 

but decreases HRV. Conversely, PNS activation reduces heart 

rate but increases HRV to restore homeostasis after a state of 

physiological activation (Berntson et al., 2007; Valentini & 

Parati, 2009).  

Thus, the SNS is stimulatory while the PNS is inhibitory (e.g., 

Kolb & Whishaw, 2009). SNS and PNS activity correlate with 

a number of physiological changes in the human body, some of 

which are briefly summarized in the following. SNS activation 

correlates with pupil dilation (i.e., increased attention), skin 

conductance elevation (i.e., increased arousal), airway 

relaxation, heartbeat acceleration, heart rate variability (HRV) 

decrease, intense glucose release, and muscle tension. PNS 

activation results in the opposite effects—namely pupil 

contraction (i.e., decreased attention), skin conductance 

reduction, airway constriction, heartbeat slowdown, HRV 

increase, halted glucose release, and muscle relaxation. 

Regarding SNS activity, research has established that some 

activity is always inherent in flow experiences since a moderate 

degree of arousal is necessary (e.g., Peifer et al., 2014). By 

contrast, research has not yet arrived at definitive conclusions 

about PNS activity. However, initial evidence suggests that 

PNS activity increases during flow. In a laboratory experiment, 

researchers found a positive relationship between PNS 

activation and flow in a cabin air management task (n = 22) 

(Peifer et al., 2014). Two other research teams found an inverted 

U-shape relationship between PNS activation and flow, that is, 

moderate PNS activation levels led to higher flow, while lower 

and higher levels of PNS activation led to lower flow; Chin and 

Kales (2019) used a Stroop test (n = 48) and Bian et al. (2016) 

used a virtual reality game (n = 34).  

Theoretical propositions for this relationship between PNS 

activation and flow are primarily linked to attention and stress 

mechanisms (Harris et al., 2017b; Tozman & Peifer, 2016). 

Research has indicated that during flow attentional mechanisms 

do not additively increase mental demands—rather they 

become efficiently aligned (Harris et al., 2017b). A demanding 

attentional mechanism is conflict monitoring, a process that 

often unfolds when a person perceives self-evaluative threats 

when they cannot meet task demands (Tozman & Peifer, 2016). 

Tozman and Peifer (2016) argued that people may perceive 

some challenging tasks as more positive if there is no self-

evaluative threat, and vice versa. Therefore, on the one hand, a 

first theoretical proposition suggests that increased PNS 

activation during flow could be linked to an absence of a self-

evaluative threat and hence the lack of conflict monitoring. This 

may be caused passively by efficient resource demands (i.e., an 

optimally demanding situation) or actively by a person’s 

voluntary effort to calm down (i.e., a coping mechanism in an 

overly demanding situation). A study with expert musicians 

provided support for this proposition (Harmat et al., 2011), 

reporting PNS upregulation in the early minutes of 

encountering a challenging task, where individuals appeared to 

purposefully elicit a calming mechanism to cope with the 

sudden demand. Further evidence was found by Peifer et al. 

(2015), who studied the isolated effect of the stress hormone 

cortisol on flow, via controlled administration (i.e., participants 

received 20 mg oral cortisol). Flow was reduced as cognitive 

coping strategies were rendered less effective by the hormonal 

manipulation.  

On the other hand, a second theoretical proposition for the 

increased PNS activation builds on foundational physiological 

observations. The human body is considered to be most 

effectively functioning when both SNS and PNS are highly 

active (even during challenging situations), as this provides the 

body with high flexibility to cope with task demands (Berntson 

et al., 2007; Shaffer & Ginsberg, 2017; Valentini & Parati, 

2009). In contrast, stressful situations typically exhibit SNS 

dominance and PNS reductions (Peifer & Tan, 2021). Thus, 

during flow, when both SNS and PNS are elevated, the body 

can very effectively respond to elevated and possibly varying 

task demands (Harris et al., 2017b). As a consequence, the 

individual is effectively coping with the challenging task 

demands, which is represented by the most functional state of 

the ANS, a flexible and dynamic interplay of the SNS and PNS 

(Berntson et al., 2007; Valentini & Parati, 2009).  

Related Work 

In addition to essential flow theory literature, the present work 

relies on further research, particularly NeuroIS studies. In a 

literature review on the biological perspective on technostress, 

Riedl (2013) reported that interruptions during computer work 

may elevate the two major stress hormones, adrenaline and 

cortisol, as well as SNS activity in general (e.g., increased heart 

rate, blood pressure, electrodermal activity (EDA), and muscle 

tension, in addition to reduced HRV). Riedl (2013) also 

indicated that people benefit from PNS activation to avoid a 

“stage of exhaustion” caused by prolonged SNS activation.  

Related work has also emphasized how IT events can trigger 

positive and negative cognitive-affective phenomena. For 

instance, Ortiz de Guinea and Webster (2013) conducted two 

studies (one qualitative and one quantitative) that combined 

different methods (e.g., open-ended questions, videos, 

protocol analysis), including a physiological measure (i.e., 

heart rate data). In doing so, they (1) conceptualized IS use 

patterns as people’s emotions, cognitions, and behaviors while 

using IT for a work-related task; (2) examined how these 
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patterns change over time as a result of different IT events 

(expected and discrepant4); and (3) examined how they relate 

to short-term performance. They thereby identified two 

distinct IS use patterns: automatic (i.e., takes place during 

expected IT events, characterized by exploitive behaviors as 

well as cognitions and emotions unrelated to the IT employed; 

enhanced short-term performance) and adjusted (i.e., 

triggered by discrepant IT events, characterized by adaptive 

behaviors, negative affect related to the IT employed, as well 

as computer-related thoughts; no enhanced short-term 

performance). Physiologically, it was found that heart rate (as 

a proxy for physiological arousal) significantly decreased 

following discrepant IT events.  

Moreover, Léger and colleagues studied cognitive absorption 

in the context of simulation-based training for ERP software 

usage (Léger et al., 2014a). Users had to make decisions while 

running a simulated company. It was found that cognitive 

absorption was significantly affected by skill, difficulty, and 

their interaction. Further, five neurophysiological measures 

were analyzed: EEG alpha, EEG beta, EDA, heart rate, and 

HRV. Each of those five “measures explained significant 

unique variance in cognitive absorption over and above skill, 

difficulty, and their interaction, and collectively more than 

doubled the explained variance” (p. 273). Importantly, the 

findings suggest that “cognitive absorption is positively 

related to a more relaxed, less vigilant state of the learner (after 

controlling for the difficulty of the task and trainees’ 

beginning level of expertise)” (p. 279). Also, it was argued 

that it “is possible that the effect of cognitive absorption and 

training outcome is artificially suppressed if elements of the 

psychophysiology of the individual, such as HR [heart rate] 

and HRV, are not controlled for … The positive influence of 

HR and negative impact of HRV could suggest that some 

levels of arousal can also contribute to the training outcome” 

(p. 280). This conclusion seems consistent with flow theory 

and our theorizing in the previous section on flow physiology.  

Finally, Léger et al. (2014b) introduced eye-fixation-related 

potential (EFRP) as a method to link physiological activity 

to specific information events on the computer screen. 

Besides its methodological contribution, we highlight the 

context where the EFRP method’s efficacy was shown. In a 

natural IS use context, users had to read an industry report 

while email notifications popped up on their screen. The 

results revealed three neural processes linked to (1) an 

attentional response to the pop-up notification, (2) its 

cognitive processing, and (3) motor planning activity 

associated with the potential email opening. 

 
4 An expected IT event refers to a match between the user’s expectation and 

the IT performance. In contrast, a discrepant event is an unexpected negative 

Hypotheses Development 

Impact of Content Relevance and Frequency 
on Flow (H1) 

The content of an IT-mediated interruption can be either 
supportive (relevant) or not supportive (irrelevant) in resolving 
a primary task (Addas & Pinsonneault, 2015, 2018a). In the 
following, we theorize how content relevance may moderate the 
effect of interruption frequency on flow. Content relevance can 
be linked to flow theory in two ways. 

First, flow theory considers clear and immediate feedback on 
the present task as a flow facilitator, as it provides users with the 
opportunity to adjust their behavior and resolve a task better 
(Csikszentmihalyi, 2014; Nakamura & Csikszentmihalyi, 
2009). As we outline in more detail below, relevant 
interruptions may create such opportunities. Conversely, no or 
unclear feedback does not give individuals the opportunity to 
adjust their behavior (Csikszentmihalyi, 2014; Nakamura & 
Csikszentmihalyi, 2009). In line with this proposition, 
researchers noted that relevant interruptions “reveal 
information about a discrepancy between expected and actual 
primary task performance” (Addas & Pinsonneault, 2015, p. 
237) and thus help users perform their task better. 
Correspondingly, users reported that such interruptions provide 
critical information for their tasks (Addas & Pinsonneault, 
2015) and yield higher benefits and less frustration than 
irrelevant interruptions (Gluck et al., 2007). 

Second, flow theory considers clear goals (noncontradictory 
demands for action) as a flow facilitator since they offer users a 
structure for the task (Csikszentmihalyi, 2014) and a sense of 
knowing exactly what to do (Jackson & Marsh, 1996). In the 
context of a relevant interruption, the task goals remain clear 
because the interruption helps users achieve their goals. Thus, 
the interruption and the task work together. Conversely, 
irrelevant interruptions may corrupt goal clarity due to 
contradictory demands for action that are not part of the task 
and do not help the users achieve their goals. Thus, a higher 
frequency of irrelevant interruptions will disrupt flow. Indirect 
support for this is provided by a study where researchers found 
that users perceive contradictory demands for action in response 
to interruptions with irrelevant content (Galluch et al., 2015). 

Building on the two aforementioned theoretical considerations, 
we hypothesize: 

H1: Content relevance moderates the impact of interruption 
frequency on flow such that an inhibiting effect is present for 
irrelevant content. 

event that describes a mismatch in this regard, usually due to problems, 

difficulties, or misunderstandings of the user with the respective IT. 
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Impact of Content Relevance and Frequency 
on the Flow Dimensions (H1a–d) 

Several theoretical considerations further support a 

moderating role of content relevance in the relationship 

between interruption frequency and the flow dimensions. 

Regarding the merging of action and awareness, users need 

significantly more time to resume their primary tasks for 

irrelevant than for relevant interruptions (Czerwinski et al., 

2000). This shorter “resumption lag” after relevant 

interruptions indicates that users’ merging of action and 

awareness remains high. Trafton et al. (2003) argued that 

this can be explained by the fact that the primary task goals 

remain clear, which is an important condition for flow 

(Csikszentmihalyi, 2014). Correspondingly, users have 

reported that they are able to reengage quickly with their 

primary task without losing flow in response to relevant 

interruptions compared to irrelevant interruptions (Addas & 

Pinsonneault, 2015). Thus, an increasing frequency of 

irrelevant interruptions will impair a merging of action and 

awareness due to the experience of repeated resumption lags. 

Scholars have argued that irrelevant interruptions “capture 

and divert attention from primary activities,” and thus hinder 

users from concentrating on their primary task (Addas & 

Pinsonneault, 2015, p. 236). In turn, if the interruption is 

relevant, it does not divert attention but instead reinforces 

concentration and thinking about how to resolve the task 

(Addas & Pinsonneault, 2015). Building upon this rationale, 

we suggest that frequent interruptions with irrelevant content 

cause repeated diversions of attention that break users’ 

concentration. 

Finally, we are not aware of evidence on how content 

relevance may moderate the influence of interruption 

frequency on the loss of self-consciousness and sense of 

control dimensions. Based on the preceding considerations, 

we suggest that the unclear feedback and contradictory 

demands associated with irrelevant interruptions may give 

users more opportunities to consider how others would 

evaluate their execution, particularly when these 

interruptions occur frequently. Conversely, even if relevant 

interruptions occur frequently, they allow users to mentally 

stay with the task instead of thinking about how others might 

evaluate them. A similar line of reasoning applies to sense of 

control in that a higher frequency of unclear feedback and 

contradictory demands will diminish a user’s sense that they 

are in control of their task execution. Hence, we expect that 

the more frequently a user receives irrelevant interruptions, 

the more the user’s sense of control is disrupted. In 

summary, we hypothesize: 

H1a: Content relevance moderates the impact of interruption 

frequency on the merging of action and awareness such that 

an inhibiting effect is present for irrelevant content. 

H1b: Content relevance moderates the impact of interruption 

frequency on concentration such that an inhibiting effect is 

present for irrelevant content. 

H1c: Content relevance moderates the impact of interruption 

frequency on loss of self-consciousness such that an inhibiting 

effect is present for irrelevant content. 

H1d: Content relevance moderates the impact of interruption 

frequency on sense of control such that an inhibiting effect is 

present for irrelevant content. 

Impact of Content Relevance and Frequency 
on PNS Activation (H2)  

As outlined before, an interruption’s content can be relevant 

or irrelevant to a primary task (Addas & Pinsonneault, 2015, 

2018a). In the following, we first outline what effects 

interruption frequency may have on PNS activation and then 

argue why this effect could be moderated by the content 

relevance of an interruption. 

In a field study, employees exhibited lower PNS activation 

when they had access to email compared to when their 

access to email was taken away (Mark et al., 2012). In a later 

study with a larger sample size, a significant reduction in 

PNS activation was found when employees spent a lot of 

time on emails during the workday (Mark et al., 2016). 

Based on these findings, we suggest that higher interruption 

frequency decreases PNS activation. However, we further 

propose that this effect is moderated by content relevance. 

Regarding relevant interruptions, we expect that PNS 

activation at low interruption frequency does not differ 

significantly from that at high interruption frequency.  

Addas and Pinsonneault (2018a) provided further evidence 

for a moderating influence of content relevance. The 

researchers studied the role of interruptions’ content 

relevance based on perceptual and observational measures. 

Building on action regulation theory, the study found a 

positive indirect effect of relevant interruptions via 

mindfulness and a negative indirect effect of irrelevant 

interruptions via subjective workload (Addas & 

Pinsonneault, 2018a). These results align well with the 

previously discussed role of attentional processes for flow. 
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A high level of irrelevant interruptions triggers attentional 

processes that are not relevant for processing the main task 

(Harris et al., 2017b), thus making it less likely that 

effective coping strategies will emerge and direct attention 

toward the main task, which in turn inhibits PNS activation. 

Thus, we propose: 

H2: Content relevance moderates the impact of interruption 

frequency on PNS activation such that an inhibiting effect is 

present for irrelevant content. 

Relationship of Flow, PNS Activation, and 
Task Performance (H3a-d)  

Since the beginning of flow research, scholars have 

theorized a positive relationship between flow and task 

performance (Csikszentmihalyi, 1975). This flow-

performance relationship stems from the flow dimensions 

that describe a highly functional state (Engeser & Rheinberg, 

2008). Specifically, high concentration and a loss of self-

consciousness support attentional processes, and the 

rewarding experience increases task motivation, effort, and 

perseverance (Engeser & Rheinberg, 2008; Schüler & 

Brunner, 2009). Research suggests that the lack of self-

conscious thought not only explains improved task attention 

but also the intrinsically rewarding character of the 

experience (Harris et al., 2017b; Ulrich et al., 2014). This 

reward, in turn, is frequently discussed as a reason why 

individuals exert more effort and perseverance during task 

execution, which additionally explains performance 

improvements (Engeser & Rheinberg, 2008; Schüler & 

Brunner, 2009). We hypothesize: 

H3a: Flow is positively correlated with perceived task 

performance. 

H3b: Flow is positively correlated with objective task 

performance. 

 
5 Participants were asked not to smoke, not to consume caffeinated beverages, 

alcohol, or other drugs, nor engage in demanding physical activity 24 hours 

before the experiment. We also asked participants about health problems 
before the experimental task when positioning the physiological devices. 
6 The five participants were removed because they answered the question 

“During the invoice matching task (last 5 minutes) I have received 
notifications” with “No” in both within-subject conditions (frequency: high vs. 

low) even though they received notifications during these conditions (No/No-

Case). There were also 24 participants who answered the questions once with 
“No” and the other time with “Yes” (Yes/No-Case). For these participants, the 

construct values in the condition in which the subject answered “No” were 

Studies often report a positive relationship between PNS 

activation and task performance (Mathewson et al., 2010; 

Murray & Russoniello, 2012). However, it is also well 

documented that task performance can degrade in complex 

tasks when overly demanding or stressful situations arise and 

a high level of autonomic arousal is present. Two studies 

(Chin & Kales, 2019; Harris et al., 2017a) have investigated 

the relationship between PNS activation and task 

performance, finding that high or moderate PNS activation 

is positively linked to high task performance. Such a pattern 

is explained by more efficient use of attentional processes 

during high task performance when individuals are coping 

well with the task demands (Harris et al., 2017b). Thus, we 

formulate the following hypotheses: 

H3c: PNS activation is positively correlated with perceived 

task performance. 

H3d: PNS activation is positively correlated with objective 

task performance. 

We summarize our research model in Figure 1.  

Research Method 

Sample 

We recruited 179 participants5 from a public university 

through its online recruitment system. The homogeneous age 

group increases the experiment’s internal validity. After data 

screening, we removed five participants due to failed 

attention checks.6 Further, we removed eight participants 

based on outlier detection on the flow dimensions using 

Tukey’s 1.5 interquartile range (IQR) criterion (Tukey, 

1977). The final sample consisted of 166 participants (69 

women, 97 men; mean age = 23.5, SD = 3.02). Each 

participant received €15.7

mean-imputed with the condition means from the responses of all participants 

who passed the check for that condition (Hair et al., 2014). If participants 

answered the question with “Yes” in both within-subject conditions, they fully 
passed the check and their data points were retained (Yes/Yes-Case). 
7 Regarding incentives, we followed literature recommendations on how to 

induce flow in laboratory experiments (Moller et al., 2010; Tozman & Peifer, 
2016). Experiences of flow “are motivated by the reward inherent in 

performing the task itself as opposed to some extrinsic reward or punishment” 

(Moller et al., 2010, p. 198). Thus, instead of linking each participant’s 
payment to their individual performance, all participants receive the same 

amount of EUR 15 as an appreciation of their time to attend the experiment. 
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Note: We focused ECG data analyses on the frequency-domain feature high-frequency heart rate variability (HF-HRV) as this feature is 
most strongly related to parasympathetic activity (for details see Measurements section). 

 

Figure 1. Research Model 

Experimental Design 

We used a 2 (frequency: low/high) by 2 (content relevance: 

irrelevant/relevant) mixed design with repeated measures on 

the first factor (see Figure 2). In line with our research 

model, we used frequency as the focal variable and content 

relevance as the moderator variable. This decision was based 

on the consideration that without an interruption, there is 

also no content relevance of that interruption. 

 
8 Before the task periods started, an information period informed participants 

about how to conduct the task. This information period also entailed the 
following two aspects to clarify the goals and to motivate the participants: (1) 

“Your goal is to correctly solve as many invoice matching tasks as possible” 

Experimental Task 

During the experiment, participants engaged in an invoice 

matching task.8 We selected this task for two reasons. First, 

invoice matching represents a typical and widely used office 

task in companies of all sizes. Second, invoice matching has 

similarities to tasks employed in flow research to induce flow 

(Ulrich et al., 2014; Ulrich et al., 2016). 

and (2) “Even though this is a difficult task, we want you to really try hard to 

do your best at it. Try to think of the task as a challenge to be met and 
overcome. And think of yourself as someone capable of meeting that 

challenge.” 
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Figure 2. Experimental Design and Conditions 

In one task period (which lasted 300 seconds9), participants 

had to match as many customer payments to corresponding 

invoices as possible. Given the within-subjects factor of 

interruption frequency, each participant completed the task 

twice (i.e., HF and LF; see Figure 2). Matching a payment 

involved two components. First, the left side of the screen 

displayed a customer’s payment amount (e.g., €47). Second, 

the right side of the screen listed a total of eight invoices that 

the payment could be matched to. The aim was to match the 

correct invoices to the payment by using mental arithmetic. 

For instance, if 3, 44, and six more numbers were displayed 

on the right side of the screen, the aim of the participants was 

to select only those invoices for which the sum matched the 

payment displayed on the left side of the screen (e.g., 47; see 

Appendix A for a screenshot). For the solution of one invoice 

matching task, only addition operations (+) were necessary, 

and there was exactly one correct solution per task. As soon 

as an answer was chosen, a new payment and a new list of 

invoices were displayed. This procedure was repeated until 

the 300 seconds had expired (i.e., the task period was 

completed). To induce flow, the difficulty of the calculations 

was continuously adapted to the participant’s skill level, a 

standard approach in flow research (Ulrich et al., 2014; Ulrich 

et al., 2016). Once a sequence of four invoice matching tasks 

in a row was solved correctly, the difficulty level increased by 

one, using two mechanisms: (1) If the last summand had only 

one digit, the level was increased by changing one solution 

number to a two-digit number in the next invoice matching 

task. For instance, if the matching task 88 = 80+8 (Level 1) 

was solved correctly and the last three invoice matching tasks 

were also solved correctly (i.e., 4 correctly solved invoice 

 
9 To define the task period length, we followed established research that also 

relied on a difficulty manipulation paradigm (Tozman et al., 2015). 

matching tasks in a row), the level was increased by changing 

one solution number to a two-digit number (e.g., 91 = 30+61; 

Level 2). (2) After four correct Level-2 matchings, an 

additional single-digit number was added for another level-up 

(e.g., 93 = 30+55+8; Level 3). If a sequence of four results 

was incorrectly solved, the difficulty decreased by one level. 

Experimental Manipulations 

The goal of our experiment was to establish high internal 

validity. This included the interruption length (i.e., 

13 seconds) and type (i.e., full screen). In particular, the 

interruptions occurred between two invoice matching tasks 

(within a 300-second task period) in the form of full-screen 

notifications. Full-screen notifications are an established 

method in experimental research to ensure that participants 

perceive the notification and are not distracted by potential 

content in the background (Morgan et al., 2009; Trafton et al., 

2003). The full-screen notifications were displayed for 13 

seconds without providing the participants with the 

opportunity to close the notifications, ensuring that the 

interruption time was identical for all participants (Monk et 

al., 2008; Morgan et al., 2009). The period of 13 seconds was 

chosen because researchers found that the rate of resumption 

time (as a measure of disruptiveness of an interruption) rose 

rapidly in the short duration range (3-13 seconds) before 

diminishing over the next 45 seconds, approaching asymptote 

(e.g., a log function) (Monk et al., 2008). Due to the log 

function, only marginal additional disruptive effects can be 

achieved for interruptions of more than 13 seconds. As one of 

Furthermore, we followed the recommendation that for HF-HRV 

measurements 300 seconds of data should be collected (Task Force, 1996). 
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our aims was to disrupt participants’ flow in our experimental 

manipulation, we based our decision on these findings. 

In the high frequency condition, a notification was shown after 

every invoice matching task, whereas in the low frequency 

condition, there were only two notifications in the entire 300-

second task period. We build upon an operationalization of 

frequency as outlined by psychologists (Morgan et al., 2009). 

In the irrelevant interruption condition, the system interrupted 

participants with notifications in the form of text derived from 

anonymized business emails unrelated to the task at hand 

(Galluch et al., 2015). In the relevant interruption condition, the 

system showed notifications containing two distinct cues that 

helped participants solve the task: (1) the number of invoices 

required for the summation of the next invoice matching task 

and (2) all invoice identifiers for the next solution except one 

(i.e., participants still had to resolve one invoice). Note that 

interruptions in our manipulation are not necessarily about a 

secondary task interfering with a primary task but about 

interrupting the flow state. Participants get into flow, and when 

they are abruptly taken out of it, it takes time and effort to get 

back into flow. In our aim to investigate content relevance’s 

moderating role, our manipulation offers a stark contrast 

between the relevant invoice cues and the irrelevant business 

emails (see Appendix A for sample screenshots). 

Experimental Procedure 

After providing their written informed consent, each participant 

was equipped with the ECG device and was randomly assigned 

to the treatment levels of the between-subject factor (content 

relevance; N = 80 relevant content, N = 86 irrelevant content). 

To control for possible carryover effects in the within-subjects 

condition of interruption frequency, the sequence of this factor 

was also randomized independently for each participant.  

The experiment was divided into different periods: (1) An 

information period, in which the participants were informed on 

how to conduct the experiment, followed by (2) a quiz period to 

ensure that they understood how to conduct the experimental 

task. (3) A practice period (180 seconds) to familiarize the 

participants with the invoice matching task. (4) A calibration 

period (300 seconds) based on which an initial difficulty level 

was independently determined for each participant. 

Specifically, a participant’s average task level in the calibration 

period served as the starting level for each experimental round. 

(5) A physiological baseline period (300 seconds) in which 

participants were asked to breathe deeply, relax, and avoid 

unnecessary movements while leaving their eyes open and 

fixating on a black cross in the middle of the screen. And lastly, 

(6) the task periods accompanied by the described invoice 

matching task. After each task period, self-reported flow and its 

dimensions were captured with a questionnaire, and objective 

and perceived task performance were assessed (see Appendix 

B for details). Between the task periods, a resting period of 60 

seconds was included to avoid possible effects from the 

previous invoice matching tasks. 

Autonomic Nervous System and 
Electrocardiography 

The human nervous system consists of different parts. We 

distinguish the CNS (brain and spinal cord) and the peripheral 

nervous system, which comprises all neural tissue except for the 

CNS. The ANS is a “component of the peripheral nervous 

system that regulates involuntary physiologic processes 

including heart rate, blood pressure, respiration, digestion, and 

sexual arousal” (Waxenbaum et al., 2022, para. 1).  

In the present paper, our focus is on the ANS which consists of 

three anatomically distinct divisions: the SNS, the PNS, and the 

enteric nervous system (ENS) (Waxenbaum et al., 2022). The 

ENS is less relevant for this study, as it governs the function of 

the gastrointestinal tract. The SNS is responsible for 

implementing a “fight-or-flight” response in stress situations, 

while the PNS implements a “rest-and-digest” response. SNS 

activation is related to the release of stress hormones, increases 

the heart’s contraction rate and force (cardiac output), but 

decreases HRV. Conversely, PNS activation reduces heart rate, 

but increases HRV to restore homeostasis after a state of 

physiological activation (Berntson et al., 2007; Valentini & 

Parati, 2009). Importantly, this interplay between the 

sympathetic and parasympathetic division of the ANS makes it 

possible (in healthy humans) for the heart to instantaneously 

respond to different situations and needs (Task Force, 1996). 

In this context, new sensors enable the capture of a wide range 

of human signals that can provide information about user states 

like flow, providing more information than ever before to 

interpret human communication and interaction (Schultz et al., 

2013). Following Schultz et al. (2013), we define such signals 

as autonomous, energetic-materially measurable physical 

quantities generated by the living organism. They originate 

from chemical and physical actions of the human body and 

serve to control, regulate, and transmit information in the 

human organism. They are measured in different quantities 

depending on their origin. An important category is represented 

by electrical human signals (Loewe & Nadj, 2020) for 

recording brain activity (electroencephalography, EEG), eye 

activity (electrooculography, EOG), heart activity 

(electrocardiography, ECG), muscle activity (electromyography, 

EMG), and skin conductance (electrodermal activity, EDA, for 

an overview see also Table 1).
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Table 1. Overview of Sensor Devices and Sensor Choice of this Study 

Activity Brain Eye Heart Muscle Skin 

Sensor 
device 

Electroencephalography 

(EEG) 

Electrooculography 

(EOG) 

Electrocardiography 

(ECG) 

Electromyography 

(EMG) 

Electrodermal 
activity (EDA) 

Sensor 
choice  

Focus on ECG given its particular contribution to: 

(1) Flow variance explanation 
(2) High robustness  
(3) Low obtrusiveness 

 

  

Note: RA: Electrode was placed under the right clavicle near the right shoulder within the ribcage frame (- electrode). LA: Electrode was 
placed under the left clavicle near the left shoulder within the ribcage frame (ground electrode). LL: Electrode was placed on the left side 
below the pectoral muscles at the lower edge of the left ribcage (+ electrode). 

Figure 3. ECG of a Heart in Normal Sinus Rhythm (Left) and ECG Lead II Placement Standard Based on 
the Three-Electrode System (Right) (see Fortin-Côté et al., 2019) 

 

In this paper, we explicitly decided to focus on ECG given 

its particular contribution to flow variance explanation, its 

high robustness (i.e., less prone to noise, as well as signal 

processing and data interpretation errors), and its low 

obtrusiveness, which is an important factor for the ongoing 

study of flow in more ecologically valid scenarios (Riedl et 

al., 2014). 

As mentioned, ECG measures the electrical activity of the heart. 

Based on a heartbeat, an electrical impulse travels through the 

heart. This impulse causes the heart to pump blood. A normal 

heartbeat on ECG will show the timing of the top and lower 

chambers of the heart. The right and left atria or upper chambers 

produce the first wave, referred to as the P wave, following a 

flat line when the electrical impulse goes to the bottom 

chambers. The right and left bottom chambers, or ventricles, 

produce the next wave referred to as the QRS complex. The final 

wave is referred to as the T wave, representing electrical 

recovery or return to a resting state for the ventricles. Figure 3 

shows an illustration of an ECG of a heart in normal sinus 

rhythm, as well as the ECG lead II placement standard based on 

the three-electrode system, as used in the present study. Further 

information on the physiological foundations of the ECG can 

be found in Wagner and Strauss (2014). 

Measurements 

Self-reported flow: After each task period, participants 

filled in Jackson and Marsh’s (1996) flow questionnaire. The 

questionnaire’s reliability and validity have been widely 

confirmed (Riva et al., 2017).  

PNS activation: ECG was used to record heart activity during 

task execution (1,000 Hz, Bioplux device; PLUX wireless 

Biosignals S. A., 2018). A variety of features calculated from 

ECG recordings exist that allow for the assessment of HRV 

(Task Force, 1996). Most of these features are calculated either 
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in the time domain or the frequency domain of the signal. We 

focused our ECG data analyses on the high-frequency heart rate 

variability (HF-HRV) frequency-domain feature as this feature 

is most strongly related to parasympathetic activity (Berntson et 

al., 2007; Valentini & Parati, 2009). In general, by using a fast 

Fourier transformation, the frequency band components of the 

heart can be separated, and the frequency-related HRV features 

can be calculated. In the case of HF-HRV, the power of the 

signal lies between 0.15-0.4 Hz. HF-HRV was computed with 

an established Python package (Bartels, 2018).10 Following 

established guidelines (Harmat et al., 2015; Tozman et al., 

2015), change scores were used to analyze HF-HRV (∆HF-

HRV = HF-HRVTask – HF-HRVBaseline).  

Task performance: Perceived task performance was 

adapted from an instrument developed by Novak and 

Hoffman (2009). Objective task performance refers to a 

participant’s performance score regarding the difficulty and 

number of correct answers (see Appendix B).  

Control variables: We collected demographics (age, 

gender, education, and prior task experience) to account for 

interpersonal factors. We also controlled for the within-

subject factor order (see Appendix C). Lastly, we kept the 

lighting, noise, and temperature in the laboratory constant 

across all sessions.  

Manipulation checks: To confirm that our manipulations 

were successful, we measured participants’ perceived 

interruption frequency and perceived content relevance after 

each experimental condition (see Appendix B).  

Next, we present our results, which were derived with SPSS 

25.0 and Python 3.8.5. 

Results  

MANOVA, ANOVA, and Correlation Analyses  

Next, we tested our hypotheses using multivariate analysis 

of variance (MANOVA), analysis of variance (ANOVA), 

and Pearson correlation analyses. We confirmed that the 

assumptions underlying these analyses hold for our data 

(Appendix C). 

 
10 In this Python package, HF-HRV is calculated by using the power spectral 
density of the intervals between R waves (RRi) and by calculating the area 

under the curve (AUC) of the high frequency bands. AUC is calculated using 

Manipulation checks: Participants reported significantly 

higher perceived frequency in the high interruption 

frequency condition than in the low frequency condition. 

This holds for irrelevant content (MHF = 5.888, SD = 1.052; 

MLF = 3.221, SD = 1.290; F(1,85) = 244.9, p < 0.001, 𝜂𝑝
2 = 

0.742) and for relevant content (MHF = 4.975, SD = 1.570; 

MLF = 2.650, SD = 1.043; F(1,79) = 123.7, p < 0.001, 𝜂𝑝
2 = 

0.610). Further, participants reported significantly higher 

perceived relevance in the relevant condition than in the 

irrelevant content condition. This holds for low 

interruption frequency (MRelevant = 5.308, SD = 1.634; 

MIrrelevant = 1.512, SD = 1.009; F(1,164) = 329.167, p < 

0.001, 𝜂𝑝
2 = 0.667) and for high interruption frequency 

(MRelevant = 6.03, SD = 0.979; MIrrelevant = 1.60, SD = 0.995; 

F(1,164) = 836.5, p < 0.001, 𝜂𝑝
2 = 0.836). Thus, both 

manipulations were successful. 

Control variables: We considered the control variables of 

age, gender, education, prior task experience, and order as 

covariates in a MANCOVA (Mangalaraj et al., 2014; Qiu & 

Benbasat, 2005). None of the control variables significantly 

affected flow. Hence, none of them were included as 

covariates in the further analysis (Qiu & Benbasat, 2005) 

(see Appendix C). 

Impact of frequency and content relevance on self-

reported flow (H1-H1d): To test our hypotheses, we 

followed a three-step procedure: In the first step, we 

conducted a two-way mixed MANOVA to evaluate the 
hypothesized moderation effect of content relevance on the 

relationship between interruption frequency and the flow 

dimensions: merging of action and awareness (H1a), 

concentration (H1b), loss of self-consciousness (H1c), and 

sense of control (H1d). In our MANOVA analysis, we 

therefore modeled the flow dimensions as dependent 

variables. The composite dependent variable (i.e., self-

reported flow) was created automatically by the MANOVA 

standard procedure in SPSS (Hair et al., 2014; Verma, 2016). 

A two-way mixed MANOVA was used, as one of our 

independent variables was manipulated within-subjects 

(interruption frequency) and one was manipulated between-

subjects (content relevance). The results were interpreted 

using Wilks’ lambda (Λ) (Hair et al., 2014). The analysis 

confirms a significant moderation effect of content relevance 

on the relationship between interruption frequency and self-

reported flow on the multivariate level (F(4, 161) = 4.96, p 

< 0.001, Wilks’ Λ = 0.890, 𝜂𝑝
2 = 0.109, power = 0.957; H1 

= supported; see Table 2).

the trapezoidal method of numpy (Bartels, 2018). The documentation also 
references to the following two sources of the algorithm: Cokelaer and Hasch 

(2017) and Task Force (1996). 
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Table 2. MANOVA Summary Table 

HYP IVs DVs F-statistic p-value 𝜼𝒑
𝟐 Power 

H1 
Frequency × 
relevance 

Self-reported flow (dimensions: (1) 

Merging of action and awareness, (2) 

concentration, (3) loss of self-

consciousness, and (4) sense of control) 

F(4,161) = 4.96 p < .001 .109 .957 

 

Table 3. ANOVA Summary Table; Frequency × Relevance (IVs) on Flow Dimensions 

HYP DV F-statistic p-value 𝜼𝒑
𝟐 Power 

Low vs. high freq.  

[Content relevance] 

H1a MAA F(1,164) = 12.849 p < .001 .072 .946 
3.70 vs 4.01 [RC] 

3.53 vs 3.07 [IC] 

H1b CON F(1,164) = .152 p = .697 <.001 .067 
5.27 vs 4.44 [RC] 

4.94 vs 4.01 [IC] 

H1c LSC F(1,164) = 1.974 p = .162 <.05 .287 
5.20 vs 4.97 [RC] 

4.43 vs 4.56 [IC] 

H1d CTR F(1,164) = 4.589 p = .034 .027 .567 
5.04 vs 4.97 [RC] 

4.75 vs 4.26 [IC] 

Note: MAA = Merging of action and awareness, CON = Concentration, CTR = Sense of control, LSC = Loss of self-consciousness; RC = relevant 
content; IR = irrelevant content 

 

Table 4. ANOVA Summary Table; Interruption Frequency (IV) on Flow Dimensions 

DV F-statistic p-value 𝜼𝒑
𝟐 Power Low vs. high freq. 

Concentration F(1,164) = 45.847 p < .001 .218 .999 5.10 vs 4.22 

Loss of self-

consciousness 
F(1,164) = .135 p = .714 <.001 .065 4.80 vs 4.76 

 

In the second step, as the analysis confirmed a significant 

moderation effect of content relevance on the relationship 

between interruption frequency and self-reported flow 

(multivariate level), we conducted several two-way mixed 

ANOVAs to assess the moderation effects of content 

relevance on the relationship between interruption 

frequency and each flow dimension (univariate level). This 

confirmed a significant moderation effect of content 

relevance on the relationship between interruption 

frequency and two flow dimensions, namely merging of 

action and awareness (F(1, 164) = 12.849, p < 0.001, 𝜂𝑝
2 = 

0.072, power = 0.946; H1a = supported) and sense of 

control (F(1, 164) = 4.589, p = 0.034, 𝜂𝑝
2 = 0.027, power = 

0.567; H1d = supported). There was no support for a 

moderation effect of content relevance on the relationship 

between interruption frequency and the other two flow 

dimensions, concentration (F(1, 164) = 0.152, p = 0.697, 

𝜂𝑝
2<0.001, power = 0.067; H1b = not supported) and loss of 

self-consciousness (F(1, 164) = 1.974, p = 0.162, 𝜂𝑝
2 < 0.05, 

power = 0.287; H1c = not supported; see Table 3). 

As we found no significant moderation effect for concentration 

and loss of self-consciousness, we reported the main effects of 

interruption frequency and content relevance on these flow 

dimensions (Pituch & Stevens, 2016). There was a significant 

main effect of interruption frequency on concentration (F(1, 

164) = 45.847, p < 0.001, 𝜂𝑝
2 = 0.218, power = 0.999). However, 

there was no significant main effect of interruption frequency 

on loss of self-consciousness (F(1, 164) = 0.135, p = 0.714, 

𝜂𝑝
2<0.001, power = 0.065; see Table 4). 

Regarding the main effects of content relevance, we found a 

significant effect on concentration (F(1, 164) = 4.425, p = 

0.036, 𝜂𝑝
2 = 0.0262, power = 0.552) and loss of self-

consciousness (F(1, 164) = 7.992, p = 0.005, 𝜂𝑝
2 = 0.0464, 

power = 0.802; see Table 5).
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Table 5. ANOVA Summary Table; Content Relevance (IV) on Flow Dimensions 

DV F-statistic p-value 𝜼𝒑
𝟐 Power Relevant vs. irrelevant 

Concentration F(1,164) = 4.425 p = .036 .0262 .552 4.85 vs 4.47 

Loss of self-

consciousness 
F(1,164) = 7.992 p = .005 .0464 .802 5.08 vs 4.49 

In the third step, as the analysis confirmed a significant 

moderation effect of content relevance on the relationship 

between frequency and the flow dimensions merging of 

action and awareness and sense of control (see Table 3), we 

calculated the simple main effects of frequency at each 

content relevance level (relevant and irrelevant) by using 

one-way repeated measures ANOVAs to assess where the 

differences occurred (Hair et al., 2014; Verma, 2016). 

Regarding the merging of action and awareness, for 

irrelevant interruptions, high frequency yielded a lower 

merging of action and awareness (Mean (M) = 3.07, SD = 

1.40) than low frequency (M = 3.53, SD = 1.49; F(1, 85) = 

10.303, p = 0.002, 𝜂𝑝
2 = 0.108, power = 0.887). For relevant 

interruptions, the merging of action and awareness was even 

slightly higher for high frequency (M = 4.01, SD = 1.47) 

than for low frequency (M = 3.70, SD = 1.39). However, this 

difference was only marginally significant (F(1, 79) = 3.723, 

p = 0.057, 𝜂𝑝
2 = 0.045, power = 0.478). Regarding sense of 

control, for irrelevant interruptions, high frequency yielded 

a lower sense of control (M = 4.26, SD = 1.43) than low 

frequency (M = 4.75, SD = 1.22; F(1, 85) = 12.887, p < 

0.001, 𝜂𝑝
2 = 0.132, power = 0.943). By contrast, for relevant 

interruptions, there was no significant difference for sense of 

control between high frequency (M = 4.97, SD = 1.28) and 

low frequency (M = 5.04, SD = 1.23; F(1, 79) = 0.226, p = 

0.636, 𝜂𝑝
2 = 0.003, power = 0.075; see Figure 4). 

Impact of frequency and content relevance on PNS 

activation (H2): After data screening, eight participants 

were removed from the original sample of N = 166 due to an 

ECG recording error. The ECG measurement did not offer 

any data in this case, meaning that the continuous data 

stream was null. This indicates that the respective 

participants (knowingly or unknowingly) removed one or 

more electrodes or switched off the recording device. 

Furthermore, outliers were identified and removed based on 

the 1.5 IQR criterion (Tukey, 1977). This led to a final 

dataset of 129 participants (53 women, 76 men) with valid 

ECG recordings. Following recommendations in the cardiac 

data preparation literature (Berntson et al., 2007) and the 

applications of those recommendations in empirical research 

(Harmat et al., 2015), the cardiac features were natural log 

transformed to normalize their distribution. Further, we 

confirmed that the data were in line with the assumptions 

underlying these analyses (see Appendix C). 

To test H2, we applied a two-way mixed ANOVA (see Table 

6). The analysis confirmed a marginally significant 

moderation effect of content relevance on the relationship 

between interruption frequency and ΔHF-HRV (H2 = 

partially supported). 

Next, we calculated the simple main effects of interruption 

frequency at each level of content relevance (relevant and 

irrelevant) using repeated measures ANOVAs for ΔHF-

HRV to assess where the differences occurred (see Figure 

5). For irrelevant interruptions, high frequency yielded a 

lower ΔHF-HRV (M = -0.51, SD = 0.558) than low 

frequency (M = -0.29, SD = 0.522; F(1, 65) = 16.018, p < 

0.001, 𝜂𝑝
2 = 0.198, power = 0.976). For relevant 

interruptions, there was no significant difference between 

high frequency (M = -0.38, SD = 0.519) and low frequency 

(M = -0.30, SD = 0.506; F(1, 62) = 2.491, p = 0.120, 𝜂𝑝
2 = 

0.039, power = 0.343). 

Correlation analyses (H3a-d): Our analysis confirms 

positive correlations for self-reported flow with perceived 

task performance (r = 0.534, p < 0.001, large effect size; H3a 

= supported) and objective task performance (r = 0.153, p = 

0.003, small effect size; H3b = supported; see Table 7). Here, 

self-reported flow was calculated as the average of the four 

dimensions. Positive correlations were also confirmed for all 

four dimensions, both for perceived (MAA: r = 0.351, CON: 

r = 0.348, CTR: r = 0.413, LSC: r = 0.373, all p < 0.001, 

medium effect size) and objective task performance (MAA: 

r = 0.103, p = 0.030, CON: r = 0.109, p = 0.024, CTR: r = 

0.114, p = 0.019, LSC: r = 0.096, p = 0.040, small effect 

size). For ΔHF-HRV, we observed a significant correlation 

with CTR (r = -0.128, p = 0.020) but not with the other flow 

dimensions. Neither perceived (r = -0.026, p = 0.339; H3c = 

not supported) nor objective task performance (r = -0.053, p 

= 0.200; H3d = not supported) exhibited significant 

correlations with ΔHF-HRV. In summary, Table 8 provides 

an overview of the hypotheses and the empirical support for 

each hypothesis. 
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(a) Merging of action and awareness 

 

(b) Sense of control 

 

Figure 4. Interaction between Interruption Frequency and Content Relevance on (a) Merging of Action 
and Awareness and (b) Sense of Control 
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Table 6. ANOVA Summary Table; Frequency × Relevance on PNS Activation 

HYP DV IVs F-statistic p-value 𝜼𝒑
𝟐 Power 

Low vs. high freq.  

(Content relevance) 

H2 
ΔHF-

HRV 

Frequency × 

relevance 
F(1, 127) = 3.017 p = .085 .023 .407 

-.30 vs -.38 [RC] 

-.29 vs -.51 [IC] 

Note: RC = relevant content; IR = irrelevant content 
 

 

Figure 5. Interaction between Interruption Frequency and Content Relevance on ΔHF-HRV 

 

Table 7. Correlation Table; Results for H3a-d Are Shaded in Gray  
 1 2 3 4 5 6 7 8 

1. PPE 1        

2. OPE .147*** 1       

3. MAA .351*** .103* 1      

4. CON .348*** .109* .350*** 1     

5. CTR .413*** .114* .376*** .595*** 1    

6. LSC .373*** .096* .223*** .182*** .285*** 1   

7. FLW .534*** .153** .670*** .721*** .757*** .604*** 1  

8. ΔHF-HRV -.026 -.053 -.071 -.072 -.128* .004 -.068 1 

Note: Pearson correlations (one-tailed). * = p < 0.05; ** = p < 0.01; *** = p < 0.001; MAA = merging of action and awareness, CON = 
concentration, CTR = sense of control, LSC = loss of self-consciousness, FLW = self-reported flow, PPE = perceived task performance, OPE = 
objective task performance; ΔHF-HRV = delta high-frequency heart rate variability; Sample of N = 166 (except for correlations involving ΔHF-
HRV where all involved constructs refer to the Sample of N = 129) 
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Table 8. Results of the Hypotheses Testing 

HYP Description Support 

H1 
Content relevance moderates the impact of interruption frequency on flow, such that an inhibiting 
effect is present for irrelevant content. 

Supported 

H1a 
Content relevance moderates the impact of interruption frequency on the merging of action and 
awareness, such that an inhibiting effect is present for irrelevant content. 

Supported 

H1b 
Content relevance moderates the impact of interruption frequency on concentration, such that an 
inhibiting effect is present for irrelevant content. 

Not supported 

H1c 
Content relevance moderates the impact of interruption frequency on loss of self-consciousness, 
such that an inhibiting effect is present for irrelevant content. 

Not supported 

H1d 
Content relevance moderates the impact of interruption frequency on sense of control, such that 
an inhibiting effect is present for irrelevant content. 

Supported 

H2 
Content relevance moderates the impact of interruption frequency on PNS activation, such that an 
inhibiting effect is present for irrelevant content. 

Partially 
supported 

H3a Flow is positively correlated with perceived task performance. Supported 

H3b Flow is positively correlated with objective task performance. Supported 

H3c PNS activation is positively correlated with perceived task performance. Not supported 

H3d PNS activation is positively correlated with objective task performance. Not supported 

 

Moderated Mediation Analyses 

As our research model implies moderated mediation, we 

conducted several moderated mediation analyses (Hayes, 

2021) in order to test whether self-reported flow or ΔHF-HRV 

mediates perceived interruption frequency’s effect on 

(objective or perceived) task performance with perceived 

content relevance as a moderator. Using Model 7 (see Figure 

6) of the PROCESS macro (Hayes, 2021), we found a 

significant moderated mediation effect of perceived 

interruption frequency (as the independent variable) on 

perceived task performance (as the dependent variable) 

through perceived content relevance (as moderator) and self-

reported flow (as mediator; measured as the average of the 

four dimensions). Specifically, the lower and upper 

confidence intervals (LLCI and ULCI) of the calculated 

moderated mediation index did not include zero (LLCI = 

0.000041; ULCI = 0.033882).11 Note that there was no 

significant direct effect of perceived interruption frequency on 

perceived task performance (p = 0.177). Using Models 14, 8, 

and 58 of the PROCESS macro (Hayes, 2021), we found no 

evidence for a significant moderated mediation effect. 

Using Model 7 (see Figure 6) of the PROCESS macro (Hayes, 

2021), we also found a significant moderated mediation effect 

of perceived interruption frequency (as the independent 

variable) on objective task performance (as the dependent 

 
11 Note that for the moderated mediation analyses, we used the perceived 
measures of interruption frequency and content relevance (see Appendix B, 

Table B2 for their operationalization), whereas for the (M)ANOVA analyses, we 

variable) through perceived content relevance (as moderator) 

and self-reported flow (as mediator) (LLCI = 0.000186; ULCI 

= 0.012255). Note that there was no significant direct effect of 

perceived interruption frequency on objective task 

performance (p = 0.216). Using Model 14, 8, and 58 of the 

PROCESS macro (Hayes, 2021), we found no evidence for a 

significant moderated mediation effect. 

In contrast, we found no evidence for a moderated mediation 

effect using various models (Model 7, 14, 8, 58) of the 

PROCESS macro (Hayes, 2021) when using ΔHF-HRV as the 

mediator. 

Discussion 

Theoretical Implications  

Our research has several implications for theory. We 

systematically extend flow theory by showing that interruption 

frequency and content relevance are important flow 

antecedents, as we confirmed that content relevance moderates 

the impact of interruption frequency on self-reported flow (H1). 

This contribution is valuable, as scholars have suggested an 

interruption-flow link that has not yet been empirically 

confirmed (Jett & George, 2003; Rissler et al., 2017a). 

relied on the experimental manipulations of interruption frequency and content 
relevance. 
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Figure 6. Model 7 of Hayes’s PROCESS Macro 

Thus far, no study, including major NeuroIS studies (see 

Related Work section), has empirically examined how 

interruption frequency and content relevance impact different 

dimensions of self-reported flow. This contribution is 

important because complex patterns became visible that 

would not have been revealed without this focus. Our data 

reveal that content relevance moderates the relationship of 

interruption frequency on the merging of action and 

awareness (H1a) and sense of control (H1d). The follow-up 

analysis of the simple main effects revealed that if the 

interruption content is irrelevant to the task at hand, higher 

interruption frequency decreases the merging of action and 

awareness and sense of control. Conversely, if the interruption 

content is relevant to the task, higher interruption frequency 

neither impairs the merging of action and awareness nor the 

person’s sense of control. Notably, for relevant interruptions, 

we even found marginally significant evidence indicating that 

interruption frequency has a positive effect on the merging of 

action and awareness. A possible explanation for this finding 

could be that as long as the new stimulus conveys task-

relevant content, it will hardly be perceived as an interruption 

and the person will remain merged with the task. For sense of 

control, there was no significant difference between high and 

low interruption frequency for relevant content. This finding 

suggests that notifications conveying cues to solve the task 

increase perceived control over the task. Content relevance’s 

moderating influence on the relationship between interruption 

frequency and the merging of action and awareness, as well 

as sense of control, was thereby so prominent that it also had 

a significant moderating effect on the relationship between 

interruption frequency and self-reported flow at the 

multivariate level (H1).  

Further, we contribute to understanding how interruptions 

influence human physiology by addressing the flow phenomenon 

from the biological view. Riedl (2013, p. 47) noted:  

I believe that biology offers a valuable knowledge base 

for the investigation of IS phenomena, as 

demonstrated in the present article, which is based on 

the example of technostress. If technology is the users’ 

foe, corresponding stress perceptions can be 

objectively measured. However, making technology 

the users’ friend must be a major goal of IS research. 

Whether or not a specific technology is user-friendly 

can also be investigated by means of biological 

approaches.  

In our article, we study flow, which—unlike stress— is a state 

that makes users feel like technology is a “friend” rather than 

a “foe.” Moreover, unlike Ortiz de Guinea and Webster 

(2013), who examined IS use patterns and included a 

biological view by using heart rate as a proxy for 

physiological arousal, we used an HRV measure similar to 

Léger et al. (2014a). Importantly, a recent literature review 

revealed that NeuroIS research has used HRV much less 

frequently than heart rate (Stangl & Riedl, 2022). Considering 

that HRV captures important information for psychological 

constructs in general and IS constructs in particular (e.g., 

Berntson et al., 2007; Valentini & Parati, 2009), this 

constitutes a shortcoming in the current NeuroIS literature, 

which the present study contributes to overcoming. 



Nadj et al. / What Disrupts Flow in Office Work? 

1634 MIS Quarterly Vol. 47 No. 4 / December 2023 

 

Specifically, we found marginally significant evidence for a 

moderating effect of content relevance on the relationship 

between interruption frequency and HF-HRV as a proxy for 

PNS activation (H2). Analyzing the simple main effects showed 

that higher interruption frequency significantly reduced PNS 

activation for irrelevant content. Note that this finding contrasts 

with Ortiz de Guinea and Webster (2013). Contrary to their 

hypothesis of an increased heart rate in response to negative 

stimuli (i.e., discrepant IT events), Ortiz de Guinea and Webster 

(2013) found the opposite, a decrease in heart rate. As an 

explanation for this unexpected result, the authors noted: 

“discrepant IT events may trigger participants to automatically 

pay attention to the stimuli, reducing bodily activity and thus, 

heart rate” (p. 1176). In our case, negative stimuli (i.e., highly 

frequent irrelevant interruptions) decreased HF-HRV, which 

would correspond to elevated arousal. Following the theoretical 

considerations from our Physiology of Flow section, our 

finding could be explained by a frequent occurrence of 

physiologically demanding conflict monitoring processes that 

arise (more often) when processing task-irrelevant information 

(Botvinick et al., 1999; Botvinick et al., 2004). In contrast, both 

with low interruption frequencies and with relevant 

information, individuals can more easily integrate the presented 

additional information into the primary task, which results in a 

more efficient allocation of attentional resources—a pattern that 

is considered to be a dominant characteristic of the flow 

experience (Harris et al., 2017b; Tozman & Peifer, 2016). This 

comes along with increased PNS activation (Mark et al., 2012; 

Mark et al., 2016). These observations offer a valuable basis for 

the development of future research designs that evaluate the 

effects of different interruption types on physiological and 

experiential factors. Léger et al.’s (2014b) innovative EFRP 

method merits future consideration by scholars interested in (1) 

studying direct and unmediated IT effects upon humans’ 

cognitive processing while using IS, (2) measuring individuals’ 

cognitive processes in a relatively unobtrusive manner at the 

time of their occurrence, and/or (3) measuring automatic 

cognitive processes that may occur outside human awareness 

(see also Limitations and Future Research section). 

We also contribute to flow theory by also studying task 

performance as a major flow outcome. Our results confirm that 

self-reported flow is positively correlated with both perceived 

and objective task performance in an invoice matching task 

(H3a and H3b), a previously unexamined office work context. 

Our findings position flow as a proxy for desirable outcomes 

(i.e., higher task performance) in such contexts. This result 

extends the results of prior studies where performance was 

conceptualized as service quality (Kuo & Ho, 2010) or work 

creativity (Zubair & Kamal, 2015). Further, we contribute to the 

literature by being among the first to develop an objective 

performance measure in the office work context based on a 

difficulty manipulation paradigm (for details, see Appendix B).  

We further contribute to the understanding of the relationship 

between PNS activation and task performance. Two studies 

(Chin & Kales, 2019; Harris et al., 2017a) have shown that high 

or moderate PNS activation is positively linked to high task 

performance. However, our results showed that PNS activation 

(measured by HF-HRV) correlates neither with perceived nor 

objective task performance (H3c and H3d). Following the 

Yerkes-Dodson law (Yerkes & Dodson, 1908) scholars have 

established that different tasks require varying arousal levels for 

optimal performance. For instance, difficult tasks demand 

moderate arousal levels, while simpler tasks can be better 

accomplished at higher arousal levels. However, it is possible 

that some participants perceived our experimental task as rather 

easy to perform, whereas others did not, leading to different 

arousal levels, which, in turn, might have affected the PNS-

performance relationship (Yerkes & Dodson, 1908). Future 

research could further study the interplay between PNS and 

SNS activation because the latter necessarily accompanies 

physiological arousal (e.g., Gunnar & Quevedo, 2007). 

Finally, in an effort to provide a comprehensive analysis, we also 

explored the possibility of a linear relationship between PNS 

activation and self-reported flow with a correlation analysis (see 

Table 7). We found no linear relationship between PNS 

activation (measured by HF-HRV) and self-reported flow. This 

result is consistent with Léger et al. (2014a), who also found no 

significant correlation between HRV and cognitive absorption (r 

= 0.16, ns.). Interestingly, no significant correlations with 

cognitive absorption were found for EEG alpha (r = 0.09, ns.) or 

EDA (r = -0.15; ns.) either. Only two of the five 

neurophysiological measures, heart rate (r = -0.24; p < 0.05) and 

EEG beta (r = -0.28; p < 0.05), correlated with cognitive 

absorption. However, in their regression analysis, Léger et al. 

showed that the inclusion of these five neurophysiological 

measures over and above skill, difficulty, and their interaction 

“increased the amount of variance explained from 16% (skills 

and difficulty alone) to 34% for the comprehensive CA 

[cognitive absorption] construct” (p. 279) and that each of these 

five measures explained unique variance. We believe that these 

and our own results contribute to an important discussion in the 

NeuroIS literature. In essence, a fundamental question is 

whether physiological evidence constitutes either an alternative 

or a complement to self-reports. As an alternative, the 

implication would be that both approaches (physiological and 

self-report) capture the same dimension of an underlying 

construct; as a complement, the implication would be that both 

approaches capture different dimensions of a construct. In a 

study involving an interaction task in which participants were 

asked to acquaint themselves with another person (computer-

mediated vs. face-to-face), subjective anxiety and arousal were 

higher in the face-to-face condition than in the computer-

mediated condition, but physiological arousal (measured by 

heart rate and skin conductance) showed no significant 

differences between conditions (Shalom et al., 2015). 
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Reviewing the technostress literature, Riedl (2013) 

concluded:  

Biological measurement is indispensable. Empirical 

evidence shows that conscious stress perceptions of 

humans, measured by means of self-report 

instruments … often do not correlate with the usually 

unconscious elevations of stress hormones … This 

finding, reported in the literature on general stress 

research, has been replicated in several technostress 

studies that combine biological and self-report 

measures (p. 46, emphasis in the original in italics, 

here in bold font).  

Moreover, we refer the reader to a pathbreaking paper by 

Tams et al. (2014). For the context of technostress, they 

found that both kinds of data (physiological and self-report) 

tap into different aspects of this construct “and that, together, 

they can yield a more complete or holistic understanding of 

the impact of technostress on a theoretically-related 

outcome, rendering them complements” (p. 723). More 

specifically, Tams et al. analyzed the correlation between a 

self-report and a physiological (salivary alpha-amylase) 

measure of technostress to assess their incremental validity 

in explaining objective performance in a computer-based 

task. The physiological stress measure predicted variance in 

performance over and above the stress self-report. Thus, the 

study constitutes direct evidence that physiology is a 

complement to self-reports, not an alternative. Tams et al. 

concluded with a call for more research on the role of 

physiological measures in IS: “we conducted this study in 

the context of technostress so that it is currently unclear to 

what extent the results can generalize to other IS phenomena 

… Future research could investigate this generalization” (p. 

742). Following this call in the context of flow, we confirm 

Tams et al.’s original finding that physiological measures 

constitute a critical complement to self-reports. We 

acknowledge here that our goal was not to triangulate 

variance components of flow experience measures but to 

complement the present understanding of flow observation 

by the ANS perspective, which we deem particularly useful 

due to the robustness and pervasiveness of ANS measures 

(in particular for HR and HRV). 

An alternative reason for the lack of correlation could be that 

the form of analysis might be decisive in establishing 

empirical support for this relationship. Currently, there is no 

conclusive evidence on which models can explain flow 

based on physiological measures. We believe that this 

finding suggests a complex and hence nonlinear underlying 

relationship between self-reported flow and PNS activation. 

Initial evidence in this direction is offered by Chin and Kales 

(2019) and Bian et al. (2016), as both research teams found 

an inverted U-shaped relationship between HF-HRV and 

flow. Based on this finding and considering recent 

developments in artificial intelligence, we argue that future 

research should apply more complex mathematical models, 

such as those created with machine learning (ML), to better 

uncover the often complex relationships between 

physiological and self-report measures. Initial promising 

results have been published recently. Building on a 

laboratory and a field study, Rissler et al. (2023) trained 

different ML models to distinguish between low and high 

flow based on HRV features alone. In each study, the model 

trained with random forest showed superior results 

compared to the models trained with the other ML 

algorithms. An accuracy of 68.5% was achieved in the 

laboratory and 70.6% in the field. Thus, both studies showed 

that it is generally possible to differentiate between low and 

high flow based on HRV features alone. Moreover, Maier et 

al. (2019) used a deep learning architecture and achieved 

67.5% accuracy for the binary classification task (i.e., 

distinguishing between low and high flow) based on HRV 

data alone, 58.54% accuracy based on EDA data alone, and 

63.03% accuracy based on a combination of EDA and HRV 

data. Interestingly, in the binary classification task, the 

model based on HRV data alone performed better than the 

other two models (note that this was not the case for the 

three-class classification task). 

Practical Implications  

Our research has several implications for system designers, 

managers, and employees trying to mitigate the negative 

effects of IT-mediated interruptions on flow. A key factor in 

this regard is content relevance. If the interruption provides 

information that helps resolve the task, the interruption does 

not reduce flow. Even more interesting, our results indicate 

that even a high number of interruptions, if relevant, does not 

have a negative impact on flow. In other words, as long as 

the interruption is relevant to the task at hand, flow is not 

impaired. Therefore, we recommend that individuals try to 

anticipate whether their message is relevant to the ongoing 

task of the message receiver or not. However, it can be 

difficult for the sender of a message to ascertain whether the 

provided information is relevant to the task that the recipient 

is currently engaged in. However, we emphasize that several 

contexts are conceivable in which users have an idea of their 

colleagues’ current work. For example, software engineers 

increasingly use agile practices such as Scrum. Based on the 

information that developers exchange in daily standup 

meetings, it is easier than it was in the past to become aware 

of the work tasks of colleagues. Moreover, various agencies 

such as those in the marketing or social media industries also 

frequently apply agile work practices, including frequent 
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morning meetings.12 It follows that employees today are 

more likely to accurately predict colleagues’ tasks than they 

were in the past. 

Even more promising seems to be the development of a 

nonobtrusive real-time measurement method that can 

automatically detect flow, as it does not rely on employees’ 

assessment of their colleagues’ work. As mentioned, recent 

research has already contributed to this challenge by relying on 

ML algorithms to train models that predict or classify flow 

based on physiological signals (e.g., Maier et al., 2019; Rissler 

et al., 2023). With these findings, the development of a flow-

adaptive system that could improve employees’ performance 

and well-being is becoming attainable (Rissler et al., 2023). On 

this basis, we see two promising scenarios for such systems: (1) 

Concerning asynchronous communication, emails could be 

blocked during task execution by hiding them in the 

background or not forwarding them as long as the flow-adaptive 

system “senses” flow. The sender would not know when 

exactly the message would arrive; however, since asynchronous 

communication, by definition, creates a time delay before 

recipients can absorb the information and respond, this should 

not present a problem. Thus, a flow-adaptive system could help 

solve the difficulties related to the timing of delivering 

messages to employees. (2) In synchronous communication, 

employees rely on instant messaging to communicate with 

colleagues, customers, and third parties. In this case, either the 

messaging service itself changes the status of the employee to 

“away” (e.g., when the person’s device is idle) or “on a call” or 

the employee manually manages their status. In the future, 

employees could also rely on a flow-adaptive system. Such a 

research stream would be a direct response to NeuroIS calls for 

the development of adaptive systems (Adam et al., 2017; 

Demazure et al., 2021; Riedl & Léger, 2016; vom Brocke et al., 

2013; vom Brocke et al., 2020). Such research is also motivated 

by papers promoting the application of emotion-sensing 

technology in the workplace to “help employees make better 

decisions, improve concentration, and adopt healthier and more 

productive work styles” (Whelan et al., 2018, p. 7). 

Limitations and Future Research 

Our research has some limitations that offer avenues for future 

research. First, we focused on two characteristics of IT-

mediated interruptions (i.e., frequency and content relevance). 

Although these characteristics are considered important and 

have been systematically derived from suggestions in the 

literature (Addas & Pinsonneault, 2015, 2018a; Galluch et al., 

2015), there may be opportunities for future research to also 

investigate other characteristics of IT-mediated interruptions 

and their impact on flow, such as presentation mode (e.g., whole 

 
12 For details, please see https://www.agilealliance.org/ and https://stateofagile.com/ 

screen versus smaller information boxes, or colors) and 

interruption channel (e.g., email or instant messenger) (Rissler 

et al., 2017a). Second, another avenue for future research would 

be to create an experimental design in which three levels of 

content relevance are manipulated—for instance, irrelevant, 

moderately relevant, and highly relevant content. This would 

help us understand the effect of interruptions that fall between 

the extremes of irrelevant and highly relevant. Third, future 

research could also consider other physiological indicators, 

particularly brain activation, to capture specific physiological 

patterns of flow (e.g., based on fMRI, EEG, or fNIRS). The use 

of brain imaging tools and other ANS activity measures (e.g., 

skin conductance) in future research might also result in the 

establishment of a relationship between neurophysiological 

activation and self-reported flow (as we could not find a linear 

relationship between HF-HRV and self-reported flow). In this 

context, we also highlight the EFRP method by Léger et al. 

(2014b), which, among others, can be used “to identify the 

neural activity associated with the experience of IT discrepant 

events … [that] can break automatic use patterns by altering 

users’ cognitive, emotional, and behavioral processes, which, in 

turn, influence performance in a given task” (p. 670). 

Importantly, the EFRP method was developed based on the 

experimental task of email pop-up notifications, resembling the 

type of interruption that we studied in the present article. Fourth, 

there is the possibility of common method variance (CMV) for 

the self-report measures since self-reported flow and perceived 

task performance were measured at the same time and in the 

same instrument after each within-subjects task period. This is 

mitigated by our recording of objective task performance; we 

retained this measure for comparison. If CMV was present, 

there is the possibility that self-reported flow and perceived task 

performance might be more highly correlated. 

Conclusion 

In summary, this study addresses an important research gap in 

terms of extending flow theory by understanding the role of 

IT-mediated interruptions as antecedents of flow by 

investigating the influence of two interruption characteristics 

(i.e., frequency and content relevance). Our work on flow in 

the context of interruptions offers the groundwork for scholars 

to advance the understanding of flow in the context of office 

work. We hope that future research—including research 

featuring behavioral, perceptual, and physiological levels of 

analysis—will continue to build upon this work by exploring 

the impact of other interruption characteristics on flow, further 

investigating the physiology of flow, and extending the 

knowledge of the specific impact of flow on user behavior and 

metrics like task performance. 

https://www.agilealliance.org/
https://stateofagile.com/
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Appendix A  

Experimental Screens 

 

 

Note: The order of interaction was as follows: (1) identify the target amount, (2) select first part of the solution by clicking the checkbox,  
(3) select second part of the solution by clicking the checkbox, and (4) confirm the selection by clicking the “Post” button. 

Figure A1. Notification Screens (Top) and Order of Interaction (Bottom) 



Nadj et al. / What Disrupts Flow in Office Work? 

 

 
MIS Quarterly Vol. 47 No. 4 / December 2023 1643 

 

Appendix B  

Experimental Design and Measures 

 

Figure B1. Steps in the Experimental Design 

 

Table B1. Measurement Items 

Construct Item Item description Source 

Merging of action 

and awareness 

(MAA) 

MAA1 During the invoice matching task, things just seemed to be happening 

automatically 

Adapted 

from 

(Jackson & 

Marsh, 

1996) 

MAA2 During the invoice matching task, I performed automatically 

MAA3 During the invoice matching task, I did things spontaneously and 

automatically without having to think 

Concentration 

(CON) 

CON1 During the invoice matching task, my attention was focused entirely on 

what I was doing 

CON2 During the invoice matching task, it was no effort to keep my mind on 

what was happening 

CON3 During the invoice matching task, I had total concentration 

CON4 During the invoice matching task, I was completely focused on the task 

at hand 

Sense of control 

(CTR) 

CTR1 During the invoice matching task, I felt in total control of what I was 

doing 

CTR2 During the invoice matching task, I felt like I could control what I was 

doing 

CTR3 During the invoice matching task, I had a feeling of total control 

CTR4 I felt in total control of my actions during the invoice matching task 

Loss of self-

consciousness 

(LSC) 

LSC1 During the invoice matching task, I was not concerned with what others 

may have been thinking of me 

LSC2 I was not worried about my performance during the invoice matching 

task 

LSC3 During the invoice matching task, I was not concerned with how I was 

presenting myself 

LSC4 During the invoice matching task, I was not worried about what others 

may have been thinking of me 

Perceived task 

performance 

(PPE) 

PPE1 How would you rate your performance on the invoice matching task? 

[(1) extremely poor to (7) extremely good] 

Adapted 

from (Novak 

& Hoffman, 

2009) 

PPE2 If you were to grade your performance on the invoice matching task, 

what grade would you give yourself? 

[(1) extremely poor to (7) extremely good] 

PPE3 Compared to other people, how well do you think you did on the invoice 

matching task? 

[(1) well below average to (7) well above average] 

Note: Unless stated otherwise, items were anchored on a 7-point Likert scale from (1) strongly disagree to (7) strongly agree. 
 
 
 



Nadj et al. / What Disrupts Flow in Office Work? 

1644 MIS Quarterly Vol. 47 No. 4 / December 2023 

 

Table B2. Manipulation Checks 

Construct Item Item description Source 

Perceived 

interruption 

frequency 

(PIF) 

PIF1 During the invoice matching task, I received too many interruptions Adapted from 

(Galluch et al., 

2015) 

PIF2 During the invoice matching task, I experienced many distractions 

PIF3 During the invoice matching task, the interruptions came frequently 

Perceived content 

relevance 

(PCR) 

PCR1 During the invoice matching task, the interruptions helped me 

accomplish my task 

Adapted from 

(Galluch et al., 

2015) PCR2 During the invoice matching task, the interruptions helped me think 

about my task 

PCR3 During the invoice matching task, the interruptions were relevant to my 

task 

Note: Items were anchored on a 7-point Likert scale from (1) strongly disagree to (7) strongly agree. 

 
 

Table B3. Control Variables 

Construct Item Item description Source 

Age AGE1 How old are you? 

[measured with an integer input box] 

Adapted from (Galluch et 
al., 2015) 

Gender GEN1 What is your gender? 

[checkbox: (1) male (2) female (3) other] 

Adapted from (Gupta et al., 
2013) 

Education CST1 My Class status is currently (e.g., Bachelor-Student, 

Master-Student, ... ) 

[Measured with an input box.] 

Adapted from (Galluch et 
al., 2015) 

Prior task 

experience 

TEX1 How much experience have you had in the past with tasks 

similar to those (invoice matching tasks) that you have just 

worked on?[checkbox: (1) none (2) a little (3) some, (4) a 

lot] 

(Maynard & Hakel, 1997) 

Order of the within-

subject factor 

ORD1 Measured by the experimental apparatus - 

 

Table B4. Objective Task Performance Examples 

Example 𝒍𝒆𝒗𝒆𝒍𝒆𝒏𝒅 𝒍𝒆𝒗𝒆𝒍𝒎𝒆𝒂𝒏 𝒅𝒊𝒓𝒆𝒄𝒕𝒊𝒐𝒏 OPE  

Starts weak; improves towards the end 2 1 1 4 

Average participant; performs worse to the end 2 3 -1 4 

Average participant; improves to the end 3 2 1 6 

Strong participant, but cannot level up in a high difficulty, 

but also does not lose a level 
5 5 0 10 

Starts below final level, but improves greatly 5 4 1 10 

Starts very strong, but loses a level in the end 4 5 -1 8 

The objective task performance measure was computed with the following formula: 

𝑂𝑃𝐸 =  𝑙𝑒𝑣𝑒𝑙𝑒𝑛𝑑 + 𝑙𝑒𝑣𝑒𝑙𝑚𝑒𝑎𝑛 + 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 

𝑙𝑒𝑣𝑒𝑙𝑒𝑛𝑑 is the difficulty level the participant has reached when the treatment round ends. As higher levels are more difficult, reaching such 

a level is rewarded. 𝑙𝑒𝑣𝑒𝑙𝑚𝑒𝑎𝑛 is the individual’s average level for the treatment. This metric acknowledges the difficulty to further level up 

once a higher difficulty is reached. 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 is an integer value from [−1; 1], or the output of the 𝑠𝑖𝑔𝑛𝑢𝑚 function for the difference 

between the end and start level. If the last level is higher than the start level, the subject is rewarded with a direction score of +1, if it is lower, 

they are penalized with a direction score of -1. If the last level is the same than the start level, the subject gets a direction score of 0. 
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Appendix C  

Assumptions Testing for MANOVA & ANOVA 

Table C1a. Levene’s Test of Homogeneity of Variance 

Frequency condition – Construct  F df1 df2 Sig. 

High frequency – MAA 0.021 1 164 0.886 

Low frequency – MAA 0.266 1 164 0.606 

High frequency – CON 2.966 1 164 0.087 

Low frequency – CON 0.185 1 164 0.668 

High frequency – CTR 3.981 1 164 0.048 

Low frequency – CTR 0.003 1 164 0.958 

High frequency – LSC 0.133 1 164 0.716 

Low frequency – LSC 6.671 1 164 0.011 

High frequency – HF-HRV 0.208 1 127 0.649 

Low frequency – HF-HRV 0.036 1 127 0.850 

Note: The homogeneity of variances assumption is violated in two out of ten conditions: (1) High frequency – CTR; p = 0.048, and Low frequency – 
LSC; p = 0.011. Against this backdrop, we followed literature guidelines and also used Roy’s largest root as a test statistic (Ateş et al., 2019). The findings 
remained exactly the same. 

 

Table C1b. Box's Test of Homogeneity of Covariance Matrices 

Construct Box’s M F df1 df2 Sig. 

Flow 55.872 1.472 36 89519.221 0.034 

HF-HRV 0.356 0.116 3 3121746.069 0.950 

 

Table C2. Skewness and Kurtosis 

Construct Item 

Skewness (Kurtosis) 

High frequency Low frequency 

Relevant Irrelevant Relevant Irrelevant 

Merging of action 

and awareness 

MAA1 
-0.062 

(-0.687) 

0.344 

(-0.687) 

0.114 

(-0.901) 

0.014 

(-0.670) 
MAA2 

MAA3 

Concentration 

CON1 

-0.542 

(-0.591) 

0.000 

(-1.192) 

-0.739 

(0.180) 

-0.504 

(-0.074) 

CON2 

CON3 

CON4 

Sense of control 

CTR1 

-0.716 

(0.274) 

0.022 

(-1.071) 

-0.425 

(-0.366) 

-0.325 

(-0.337) 

CTR2 

CTR3 

CTR4 

Loss of self-

consciousness 

LSC1 

-0.434 

(-0.781) 

-0.330 

(-0.848) 

-0.464 

(-0.307) 

-0.294 

(-0.848) 

LSC2 

LSC3 

LSC4 

Perceived task 

performance 

PPE1 
-0.009 

(-0.284) 

0.084 

(-0.636) 

-0.290 

(-0.509) 

0.006 

(-0.302) 
PPE2 

PPE3 

HF-HRV HFH1 
-0.12 

(-0.43) 

-0.62 

(0.03) 

-0.20 

(-0.13) 

-0.27 

(0.25) 
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Table C3. Checks for Potential Covariates on Flow 

Control variable Sig. 𝜼𝒑
𝟐 Power 

Age p = .061 .054 .659 

Gender p = .569 .018 .233 

Education p = .335 .028 .355 

Prior task experience p = .570 .018 .233 

Order of the within-subject factor p = .599 .017 .221 
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