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A B S T R A C T

One relevant issue for the management of financial stability is the monitoring of the credit
market. In this sense, Basel III proposed the credit gap as the most appropriate measure to an-
ticipate financial stability issues. However, the adoption of the credit gap has been criticized,
especially for emerging markets. Through panel data analysis, this study investigates the effect of
the credit gap and the credit growth rate on financial stability in Brazil, which represents a
relevant emerging economy. For this purpose, we use a set of financial stability measures tra-
ditionally found in the literature: the z-score, regulatory capital and credit risk. The results
suggest that the credit gap and credit growth rates are adequate metrics to indicate the sus-
tainability of credit growth in Brazil. However, credit growth rates are more attractive, since they
indicate a threshold for credit growth in the Brazilian economy concerning financial stability.

© 2022 Elsevier B.V. All rights reserved.

1. Introduction

The great financial crisis of 2008 has shown that excessive credit growth often leads to the accumulation of risks to financial
stability, which can materialize in systemic banking crises (Jordà et al., 2010; Schularick and Taylor, 2012). However, although the
relationship between excessive credit growth and financial instability is well established in the literature, as highlighted by Alessi and
Detken (2018), identifying the phase of the financial cycle, as well as which instrument is more suitable to avoid risks to financial
stability, is still a challenge for policymakers.

In the wake of the recent financial crisis, the Basel Committee on Banking Supervision (BCBS, 2010a) proposed the countercyclical
capital buffer as a new macroprudential instrument, with the objective of protecting the banking sector from the effects of the
financial cycle, that is, periods of unsustainable credit growth. As a way of assisting policymakers’ decision processes, the BCBS
identified the variable credit-to-GDP gap (credit gap) as the best measure to signal an increase of bank risk and, consequently, to
anticipate episodes of financial crises. However, the adoption of this variable still raises discussions, especially in emerging econo-
mies.

The credit gap is defined as the difference between the indicator credit-to-GDP and its long-term trend (BCBS, 2010b). Con-
ceptually, the credit gap reflects the ideas of the seminal work of Kaminsky and Reinhart (1999), who argue that financial crises tend
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to be preceded by rapid credit expansions. In a seminal article, Borio and Lowe (2002) suggested the credit gap as the best early
warning indicator (EWI) for banking crises. This finding was subsequently confirmed by other empirical studies in the EWI literature
involving different regions and periods, which aimed to verify the performance of different indicators as antecedents for banking
crises (Borio and Drehmann, 2009; Drehmann et al., 2011; Hahm et al., 2013, Deryugina and Ponomarenko, 2016).

The overall adoption of the credit gap has been criticized for its low accuracy in anticipating a financial crisis, especially in
emerging countries (Repullo and Saurina, 2011; Geršl and Seidler, 2012; Gonzalez et al., 2017). One problem of the credit gap
measure is the way it is calculated – through the HP filter. This method suffers from the so-called endpoint problem, due to its high
sensitivity to the addition of new data (Hamilton, 2018). That is, the value obtained at the endpoint (the most recent observation) can
change considerably as future data become available, making estimates in real time uncertain and requiring substantial retroactive
revisions. In order to allow an adequate assessment of the credit gap, the Basel Committee indicates at least 20 years of credit series
(Drehmann and Tsatsaronis, 2014). Credit time series are a challenge for emerging economies, since in most of these countries credit
statistics are not available for more extended periods.

In response to the criticism of using the credit gap, Drehmann and Tsatsaronis (2014) empirically analyzed the application of the
credit gap in emerging economies. The authors recognize that the results reported for emerging economies are less robust when
compared to those found for advanced economies. Gonzalez et al. (2017) re-evaluated the BCBS’ proposed framework for emerging
economies in comparison with other credit measures. They concluded that the signals emitted by the credit-to-GDP growth rate were
less noisy than those of the credit gap, especially considering a robustness exercise for short series. In short, the study proposes the
credit-to-GDP growth rate as a more consistent measure to anticipate financial crises.

This study presents a comprehensive approach to analyzing the effect of credit growth on financial stability in an important
emerging economy, Brazil. It is essential to highlight that, as explained by De Moraes and De Mendonça (2017), financial instability
does not mean a crisis. Therefore, three of the main financial stability measures adopted in the literature are used: z-score, banks’
regulatory capital level and banks’ loan provisions (Laeven and Levine, 2009; Skala and Weill, 2018; Foos et al., 2010). In order to
investigate the BCBS’ framework on the Brazilian credit market, we analyze the effect of the credit gap on financial stability. In
addition, we evaluate the effect of the credit-to-GDP growth rate and the effect of the credit growth rate of each bank on financial
stability, as well as investigating if there is an optimal level of credit growth for Brazil. Therefore, the main contribution of this work
is the suggestion, from the Brazilian case, that the analysis of different dimensions of credit growth, ranging from aggregate measures
to the growth of individual bank credit, can be applied in managing the financial stability of other emerging economies.

Through dynamic panel data analysis of 108 banks from March 2001 to December 2015, the results suggest that the credit gap and
the credit growth rates are appropriate measures to indicate the sustainability of credit growth in Brazil. However, credit growth rates
are more useful since they indicate a threshold for credit growth in the Brazilian economy regarding financial stability.

In addition to this introduction, the second section presents the data and methodology; the third section describes the empirical
results, and, finally, the fourth section concludes with the findings of the study.

2. Data and methodology

The present study conducts a panel analysis of a set of 108 Brazilian financial institutions from March 2001 to December 2015.
The selected institutions correspond to all active banks in the Brazilian credit market. The quarterly data we used are available on the
website of the Central Bank of Brazil (CBB). It is important to highlight that the Central Bank of Brazil changed the capital re-
quirement regulations and therefore some bank statistics after December 2015.1 Therefore we used the available information until
this reform.

The objective of this study is to evaluate the effect of credit growth on financial stability in Brazil. Consequently, the first credit
measure we adopted is the credit-to-GDP gap (credit gap), calculated using the one-sided Hodrick-Prescott (HP) filter with a lambda
of 400,000 as proposed by the BCBS (2010a). In addition to the credit gap, the measure credit-to-GDP growth rate (CRED1) is tested,
as suggested by Gonzalez et al. (2017). CRED1 is a ratio calculated by the difference between the credit-to-GDP of the current and the
previous quarter. Fig. 1 shows the behavior of these credit measures. Finally, the credit growth rate of each institution (CRED2) is
considered in order to analyze the effect of the bank’s individual credit growth on financial stability.

There are different channels through which the stability of a financial system can be compromised, such as corporate sector
vulnerability, domestic sector weakness, external sector and financial sector vulnerability (Mendoza, 2010; Bianchi and Mendoza,
2018). We follow the Central Bank of Brazil (CBB) concerning the financial stability measures used in this study. The CBB defines
financial stability as the regular functioning of the financial intermediation system between families, companies and the government
over time and in any economic context. Therefore, the source of financial instability that the CBB is aware of stems from vulner-
abilities in the banking system. In order to choose indicators of financial stability that reflect the structure of Brazil’s financial system,
we use three banking risk measures found in the modern literature on financial stability: z-score, regulatory capital (CAR), and credit
risk (PROV).2

As pointed out by Laeven and Levine (2009), the original idea of the z-score as a measure of bank risk came from the original work
of Roy (1952). Moreover, Lepetit and Strobel (2013) explain that since Boyd and Graham (1986), Hannan and Hanweck (1988), and
Boyd et al. (1993a), (1993b), the z-score is seen as a relevant measure to assess bank risk as well as financial stability. In particular,

1 https://www.bcb.gov.br/en/financialstability/Brazilian-Prudential-Financial-Regulation
2 See De Mendonça and De Moraes (2018), and Van Dan Danga and Van Cuong Dang (2020).
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the work of Tabak et al. (2015) uses the z-score to analyze how Brazilian banks’ risk-taking behavior is affected by their degree of
market power. Therefore, the z-score is a measure of risk used in the empirical banking literature to reflect the probability of
insolvency of financial institutions (Lepetit and Strobel, 2013). A higher z-score indicates a lower probability of insolvency, and
consequently greater financial stability. It is defined as follows:

+Zi t ROAi t CAPi t
i t

, , ,
,

,

where ROA represents the return on assets, CAP corresponds to the capital/asset ratio, and σ is defined as the standard deviation of
the ROA. Following Boyd et al. (2006), the deviation is calculated using a moving average window considering three-quarters of the
ROA standard deviation. The measure is calculated for each bank i in every quarter t. The result can be interpreted to reflect how far
an institution is from insolvency. That is, the higher the z-score, the lower the probability of insolvency, and the higher the financial
stability.

The second financial stability measure used in this study is the regulatory capital level held by financial institutions (CAR). It is
represented by the capital/risk-weighted assets ratio of each institution.3 The objective of minimum capital requirements is to restrict
leverage in the financial system, and it is one of the main instruments of the prudential framework. Thus, higher capital ratios are
associated with greater banking system stability. According to Skala and Weill (2018), capital adequacy ratios also reflect institutions’
risk policy in adopting surplus capital reserves.

As highlighted by Nkusu (2011), the deterioration in the quality of banks’ loan portfolios has been at the center of episodes of
costly banking system distress and economic crises in advanced and emerging economies. Thus, following Foos et al. (2010), we use
banks’ loan provisions as the third proxy for financial stability. Loan provision (PROV) is measured as the loan loss provisions/gross
loans ratio. As pointed out by De Moraes et al. (2016), this measure is important since it represents an expectation component that
reflects the banks’ risk perception. The authors argue that loan provisions have a prospective characteristic, as they represent the
expected loss of banks with respect to loans. Therefore, higher loan loss provisions can be interpreted as a sign of financial instability.

Following the financial stability literature, we use a set of bank indicators as control variables (Demirgüç-Kunt et al., 2008; Fu
et al., 2015; Fazio et al., 2015; De Mendonça and Barcelos, 2015): Size of banks (SIZE), defined as the logarithm of total assets;
banking liquidity (LIQUI), represented by liquid assets/total assets ratio; and return on equity (ROE), measured by the net income/
shareholders equity ratio, which represents the rate of return on shareholders’ equity.

Financial stability is also affected by the state of the economy (Demirgüç-Kunt and Detragiache, 1998). The output growth and the
interest rate are used by Jokivuolle et al. (2015) when examining bank loan losses in Europe from 1982 to 2012. In this way, the
effects of the business cycle (GDP) and the monetary policy interest rate (IR) on financial stability are considered. The business cycle
is calculated as proposed by Hamilton (2018).

The description of all variables used in this study and the descriptive statistics are presented in Table 1.
In order to consider the effect of the international financial crisis, a dummy variable (CRISIS) is added in the model. As pointed out

by De Moraes et al. (2016), for the Brazilian economy, the dummy CRISIS assumes a value of 1 for the period between the fourth
quarter of 2008 and the first quarter of 2011 and zero otherwise. Finally, in order to capture the effect of persistence, the dependent
variables are lagged by one period and included as explanatory variables in the model, with the following general specifications for
the credit gap:

Fig. 1. Credit gap and credit-to-GDP growth rate (CRED1).

3 The Basel III Agreement states that total capital (capital level 1 plus capital level 2) should be at least 8.0% of the risk-weighted assets. For more
details, see BCBS (2010c).

C.O. de Moraes and Á. Costa Economic Systems 47 (2023) 100999

3



Ta
bl
e
1

Va
ri
ab
le
de
sc
ri
pt
io
ns
,s
ou
rc
es

an
d
de
sc
ri
pt
iv
e
st
at
is
tic
s.

D
es
cr
ip
tio

n
M
ea
n

M
ed
ia
n

St
d.

de
v.

M
in
.

M
ax
.

O
bs
.

Z-
SC

O
RE

Ca
pi
ta
l/
as
se
ts
ra
tio

s
(C
A
P)

pl
us

re
tu
rn

on
as
se
ts
(R
O
A
)
di
vi
de
d
by

th
e
RO

A
st
an
da
rd

de
vi
at
io
n

16
.6
9

34
.1
1

75
.1
2

-1
.2
2

21
34
.7
7

49
55

CA
R

Re
gu
la
to
ry

ca
pi
ta
l

24
.5
6

18
.2
3

20
.8
3

0
25
9.
32

52
42

PR
O
V

Co
ve
ra
ge

fo
r
lo
an

t
lo
ss
es

pr
ov
id
ed

by
th
e
ba
nk
s’/

to
ta
ll
oa
n
vo
lu
m
e
ra
tio

5.
14

3.
74

6.
14

0
10
0

50
94

CR
ED

G
A
P

Ca
lc
ul
at
ed

us
in
g
th
e
H
od
ri
ck
-P
re
sc
ot
t
(H
P)

on
e-
si
de
d
fil
te
r
w
ith

a
la
m
bd
a
of

40
0,
00
0,

as
pr
op
os
ed

by
BC

BS
(2
01
0a
)

0.
38

0.
03

1.
20

-1
.4
6

2.
88

64
80

CR
ED

1
A
gg
re
ga
te
cr
ed
it
gr
ow

th
ra
te
.C

al
cu
la
te
d
by

th
e
cr
ed
it-
to
-G
D
P
di
ffe

re
nc
e
of

on
e
qu
ar
te
r
in

re
la
tio

n
to

th
e
pr
ev
io
us

qu
ar
te
r
in

te
rm

s
of

pe
rc
en
ta
ge

of
th
e
fir
st
va
lu
e

1.
14

1.
37

2.
41

-9
.3
6

6.
21

63
72

CR
ED

2
G
ro
w
th

ra
te
of

in
di
vi
du
al
ba
nk
’s
cr
ed
it.

Ca
lc
ul
at
ed

by
th
e
di
ffe

re
nc
e
of

th
e
cr
ed
it
of

ea
ch

ba
nk

of
a
qu
ar
te
r
in

re
la
tio

n
to

th
e

pr
ev
io
us

qu
ar
te
r
in

te
rm

s
of

pe
rc
en
ta
ge

of
th
e
fir
st
va
lu
e

0.
13

0.
03

1.
98

-0
.9
8

97
.4
9

52
26

SI
ZE

Lo
g
of

to
ta
lb

an
ks
’a
ss
et
s

21
.4
1

21
.3
8

2.
24

15
.4
3

27
.7
5

55
08

LI
Q
U
I

Li
qu
id

as
se
ts
/t
ot
al

as
se
ts
ra
tio

26
.7
4

22
.4
4

19
.8
9

0.
00

10
0

55
08

RO
E

N
et

in
co
m
e/
sh
ar
eh
ol
de
r’s

eq
ui
ty

ra
tio

13
.6

12
.2
1

26
.5
8

-9
9.
98

23
9.
54

52
64

G
D
P

D
iff
er
en
ce

be
tw
ee
n
G
D
P
an
d
th
e
po
te
nt
ia
lo

ut
pu
t
(H
am

ilt
on

fil
te
r)

9.
3

9.
6

6.
22

-9
.6
6

20
.9
9

46
44

IR
M
on
et
ar
y
po
lic
y
in
te
re
st
ra
te

(S
EL
IC
)

13
.7
8

12
.6
6

4.
48

7.
15

26
.3
2

64
28

C.O. de Moraes and Á. Costa Economic Systems 47 (2023) 100999

4



= + + + +ZEF EF Credit gapti,t 0 1 i,t 1 2 1 3 i,t 1 i,t (1)

where EF represents the measures of financial stability (z-score, CAR and PROV); Credit gap is the indicator proposed by the BCBS; Z
the control variables (SIZE, LIQUI, ROE, GDP, IR and CRISIS); i=1,2,…108 the financial institutions, t the time period (quarterly
basis) and i,t the random error term.

Following Horváth and Vasko (2016) and Kasman and Kasman (2015), who test the nonlinear effect of transparency and com-
petition on financial stability, the quadratic terms of the variables CRED1 and CRED2 are considered, named CRED1_Q and CRED2_Q,
respectively. Credit growth on financial stability and the square of each credit growth rate are added to the model.

= + + + + +ZEF EF CRED CRED_Qi,t 0 1 i,t 1 2 i,t 1 3 i,t 1 4 i,t 1 i,t (2)

where CRED represents the two measures of the credit growth rate (CRED1 and CRED2); CRED_Q denotes the quadratic forms of
credit growth rates, Z the control variables and i,t the random error term.

This study makes use of dynamic panel data analysis. The use of a lagged dependent variable in the models may lead to a
correlation problem with the error term, which therefore causes bias and inconsistency in OLS estimators (Baltagi, 2005). Fur-
thermore, the possibility of endogeneity cannot be neglected. Arellano and Bond (1991) propose the estimation of first-difference
GMM panel data (D-GMM) as a solution. However, Blundell and Bond (1998) show that this method implies weak instruments and has
a bias as well as low accuracy. In order to deal with these issues, Arellano and Bover (1995) and Blundell and Bond (1998) proposed
the system GMM panel data (S-GMM). The S-GMM combines regression equations in differences and in levels into one system and
uses lagged differences and lagged levels of the variables in the model as instruments (Bond et al., 2001).

Although the S-GMM estimation approach is suitable for a small number of time periods t and a large number of cross-sections, in
the case of small samples, when the instruments are many, the results may be biased (Roodman, 2009). Thus, with the intention of
avoiding the use of an excessive number of instruments in the regressions, and thereby losing the power of the tests, the number of
instruments/and number of cross-sections considered in each regression is less than 1. In addition, to check the validity of the
instruments in the models, the over-identification test of restrictions (J-test) is performed, as suggested by Arellano (2003). In
addition, first-order (AR1) and second-order (AR2) serial correlation tests are performed.

3. Empirical evidence

In this section, we present empirical evidence on the effect of credit growth on financial stability in Brazil. The section is sub-
divided into four subsections. The first subsection analyzes the effects of the credit measures on the banks’ solvency measured by the
z-score, and the second subsection presents the effects of the credit on the banks’ capital level (CAR). The third subsection analyzes
the effects of the credit measures on the loan provisions (PROV) and, finally, in the fourth subsection, a robustness analysis of the
results is presented.

3.1. Z-score

As shown in models 1–3 in Table 2, the negative and statistically significant coefficients on the credit gap suggest that when credit
grows above its long-term trend, it affects financial stability negatively. Regarding models 4–6 in Table 2, the positive sign and
significance of the coefficient on the variable CRED1 and the negative sign and significance of the coefficient on its quadratic term
(CRED1_Q) allow us to infer that credit growth improves financial stability. However, there is a limit from which credit growth affects
financial stability negatively. Finally, models 7–9, which analyze the effects of the banks’ credit growth rate on the z-score, report
similar results. That is, they indicate a nonlinear effect of credit growth on financial stability, in which the growth of individual bank’s
credit, from a specific limit, generates negative impacts on stability. The results of the estimations allow us to argue that a credit
growth above its long-term trend, as well as an accelerated credit growth, is a risk to financial stability. Thus, from this result, it is
possible to suggest that the credit gap and the credit growth rate are appropriate metrics to analyze the sustainability of credit growth
in Brazil. However, the credit growth rate measures are more informative since they indicate a sustainable growth limit.

Regarding the control variables related to the individual characteristics of the banks shown in Table 2, the variable that measures
the banks’ size reports positive and significant coefficients in some of the models. This relationship indicates that larger banks incur
lower profit volatility, thus suggesting greater financial stability, which is in line with the results found by Laeven and Levine (2009),
and Kasman and Kasman (2016). Concerning liquidity, the negative signs and significance of the coefficients confirm the results
found by Fazio et al. (2015). As highlighted by De Mendonça and De Moraes (2018), since liquidity assets have low yields, a possible
consequence of an increase in liquidity may be an increase in banks’ appetite for risk. The coefficients on ROE, in turn, suggest a
negative effect on the z-score, which may be associated with potential credit losses in a classic case of a trade-off between risk and
return (De Mendonça and Barcelos, 2015).

Concerning the macroeconomic controls, the positive sign and significance of the GDP variable in most of the models indicate that
economic growth positively affects financial stability. Regarding the monetary policy interest rate (IR), the fact that almost all
coefficients are negative and significant shows that the interest rate has a negative effect on the z-score. As suggested by Demirgüç-
Kunt and Detragiache (1998), these results indicate that the macroeconomic scenario, such as low growth and high interest rates, has
negative impacts on financial stability. Finally, the negative sign of the coefficients on the dummy variable suggests an adverse effect
of crises on financial stability.
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3.2. Capital

The estimations regarding the effect of credit on regulatory capital are presented in Table 3. Concerning models 1–3, the negative
signs and statistical significance of all the coefficients on credit gap suggest that a credit growth above its long-term trend lowers
banks’ capital and thus generates adverse effects on financial stability. In relation to models 4–6, the negative sign and significance of
the coefficients on CRED1 and its quadratic term (CRED1_Q) do not suggest the occurrence of a nonlinear effect of aggregate credit
growth on capital. This result is expected because aggregate credit growth always reduces CAR. Regarding models 7–9, the positive
sign and significance of the coefficients on the variable CRED2, and the negative and statistically significant coefficients of its
quadratic term, CRED2_Q, suggest a nonlinear effect of the banks’ individual credit growth on financial stability. Therefore, the
results reveal that the credit growth rate of each bank shows different behavior than aggregate credit growth, indicating a threshold
effect of credit growth on regulatory capital in the case of individual bank analyses. A possible explanation for this dichotomy
between aggregate credit growth and individual credit growth is that individual credit growth allows controlling for individual
heterogeneity, reducing the influence of large banks on aggregate credit.

Regarding the control variables, the negative and significant coefficients on the variable SIZE indicate that larger banks maintain a
lower level of capital. The positive signal and statistical significance of liquidity (LIQUI) suggest that banks with more liquid assets
increase regulatory capital, which is similar to the findings of De Moraes and De Mendonça (2019). The negative effect of ROE on
CAR, as suggested by the sign and significance of the coefficient, allows us to infer that the higher the cost of capital maintenance
(ROE), the lower is the regulatory capital held by banks, confirming the results of Bikker and Metzemakers (2004).

The negative and significant coefficient of GDP suggests that banks react to economic growth in a way to reinforce the business
cycle, showing a procyclical attitude of the banks. Concerning the impact of monetary policy on capital, the positive and significant
coefficient indicates that banks react to the monetary policy interest rate by raising capital, as documented by De Moraes et al.
(2016). Finally, the positive and significant sign found for the coefficients on the CRISIS dummy suggests that banks react to a
scenario of crisis by raising the level of their capital, i.e., more significant risk aversion.

3.3. Provisions

As shown in models 1–3 (see Table 4), the positive and statistically significant coefficients on the credit gap suggest that a positive
credit gap induces banks to increase loan provisions. Since loan provisions represent the coverage maintained by banks to support
probable loan losses, an increase in provisions suggests an expectation of worsening the bank’s credit portfolio. Regarding models 4–6
in Table 4, in which the effects of aggregate credit variation are analyzed, the negative signs and significance of the coefficients on
CRED1 and the positive and statistically significant coefficients on its quadratic terms, CRED1_Q, once again suggest a nonlinear
effect of credit on financial stability. Models 7–9, which analyze the effects of banks’ individual credit growth on provisions, report
similar effects.

The identification of a nonlinear credit effect on stability permits us to infer that there is an optimal point for credit growth in
Brazil. That is, credit growth is beneficial to stability up to a specific level, as it has a positive effect on credit risk. These findings are
consistent with the results reported in other empirical studies. Garcia-Escribano and Han (2015) and Barajas et al. (2007) emphasize
that credit provided by banks improves financial development, and consequently, economic growth. However, both point out that too
rapid credit growth is often associated with an increase in financial instability and bank crises.

The variable size of the banks, also in Table 4, in general reports positive and significant coefficients, in line with Skała and Weill
(2018), indicating that larger banks maintain higher levels of provisions for loan losses. The positive effect of liquidity suggests that
an increase in liquidity may lead to a reduction in the quality of loans granted by banks. This can be justified by the fact that liquidity
assets have low yields, which may lead to an increase in banks’ risk appetite (De Mendonça and De Moraes, 2018). According to
Amidu and Wolfe (2013), the negative and significant coefficient on ROE suggests that banks that provide better quality loans are
more profitable, since they do not have to raise provisions to cover default losses.

Regarding the macroeconomic controls, the estimations indicate a negative and significant effect of GDP on banking provisions,
suggesting procyclical behavior due to a decrease in the perception of credit risk by the banks in periods of economic growth (Bikker
and Metzemakers, 2005). Concerning the interest rate, the coefficients are positive and significant in line with De Mendonça and De
Moraes (2018), denoting the presence of a risk-taking channel. Finally, the positive and significant signs of all coefficients on the
dummy indicate that banks respond to crises by raising provisions based on a higher perception of risk.

3.4. Robustness analysis

The results of the previous section indicate that credit growth above its long-term trend, such as accelerated credit growth, puts
financial stability at risk. On the other hand, the findings suggest that credit growth up to a specific limit does not affect financial
stability negatively. In order to verify the validity of these results, estimations are performed considering another credit risk measure,
non-performing loans (NPL), following Horvath and Vaško (2016). As highlighted by Podpiera (2004), although there may be dif-
ferent reasons for increased non-performing loans, a high level of NPL often indicates problems in the banking sector. The Central
Bank of Brazil recently changed some bank statistics such as NPL. We therefore use the database from De Mendonça and De Moraes
(2018) for the robustness test.

The results of the estimations are shown in Table 5. As shown in models 1–3 in Table 5, the positive and statistically significant
coefficients on the credit gap measure confirm that credit growth above its long-term trend affects financial stability negatively by
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raising credit risk defaults. The results of the estimations from models 4–6 in the same table again suggest a nonlinear effect of credit
on financial stability, given the negative signs and significance of coefficients CRED1 and the positive signs and statistical significance
of its quadratic terms CRED1_Q coefficients. Likewise, models 7–9, which analyze the effects of the growth of individual banks’ credit
on NPL, confirm the results found in the previous section. Moreover, in general, the effects of the control variables remain the same in
the robustness test.

Based on the results, the present study suggests that an increase in credit improves financial stability. Nevertheless, too much
growth, measured as a nonlinear effect, may harm financial stability. In particular, the non-linearity of aggregate and individual
banks’ credit growth rates allows a specific threshold mark, beyond which credit growth could potentially destabilize the financial
system. It is important to highlight that the measurement of a specific limit depends on the period analyzed, the sample and the
specification. As an exercise, we follow Arcand et al. (2015) to find a threshold point, calculating the marginal effects represented in
Table 5 as d (Cred) = 0. The result varies with the model, e.g., model 4 is 0522, while model 5 is 0574, which indicates that within
the 75th to 90th percentile interval, these thresholds represent limits in which financial stability is out of threat.

4. Conclusion

Based on data from the Brazilian banking system, this study investigated the relationship between credit growth and financial
stability in Brazil. The findings permit us to infer that a positive credit gap worsens financial stability in Brazil, which is in line with
the literature pointing to the credit gap as a good measure of risk to anticipate financial instability in emerging economies (Hahm
et al., 2013).

Through credit growth rate measures, the results also suggest a nonlinear effect of credit on financial stability. Therefore, it is
possible to show the existence of an optimum point of credit growth for financial stability in the Brazilian economy. The evidence
thus suggests that monitoring the pace of credit growth is relevant, since a too rapid pace of growth may jeopardize financial stability.
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