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A B S T R A C T

Civilian targets of terrorist or criminal attacks (e.g., sport stadiums, chemical or nuclear industry; infrastructure
such as ports or pipelines) are often owned by the private agents who choose how to guard against potential
attacks. This creates an important externality problem, as some of the benefits of better protection accrue to
other private agents who would suffer from an attack. We analyze a model in which a social planner wants to
provide incentives for the deployment of defensive technologies. Our results show that some features of the
Safety Act, enacted after the 2001 terror attacks, are probably counterproductive.
1. Introduction

When terrorists attack in order to cause mass casualties, they usually
do this in settings where security is managed, at least in part, by private
firms. For example, in the 9/11 attacks, the terrorists used planes
owned by United Airlines and American Airlines to attack the World
Trade Center, a building owned by a private sector entity.

Thus, private sector firms play a large role in protecting against
terrorist attacks, both in terms of loss avoidance (e.g., making it harder
to hijack planes) or loss mitigation (e.g., improving evacuation plans
for buildings). However, the efficient provision of anti-terror defense
is complicated by an obvious externality problem: Most of the damage
avoided by the successful thwarting of a terrorist attack benefits other
agents, not the firms that have to pay for the expenses necessary to use
the defensive technology. Thus, we would expect that the equilibrium
level of anti-terrorism defense chosen by private firms is suboptimal.

A similar externality problem arises also in some non-terrorist
cybersecurity attacks that are undertaken for purely criminal purposes.
On May 7th of 2021, Colonial Pipeline, a major American oil pipeline
company, suffered a ransomware cyberattack that forced Colonial
Pipeline to halt the flow of fuel for 5 days, leading to the shutdown of
thousands of gas stations throughout the Southeastern United States,
as well as massive gasoline shortages and dramatic price increases
in the affected markets, with substantial consequences for millions
of consumers. While Colonial Pipeline paid $5 million in Bitcoin as
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ransom, it is fairly clear that most of the economic damages caused
by the cyberattack actually accrued to third parties.

While third parties can attempt to recuperate on those losses by
suing, as over 10 thousand gas stations tried to by bringing a class
action lawsuit against Colonial Pipeline, this is not feasible for the
millions of customers who suffered harm from Colonial Pipeline’s in-
ability to safeguard their network. As such, the incentives for security
improvements are weaker than socially optimal.

While the standard economic policy response to positive exter-
nalities is to subsidize the underprovided activity, the U.S. Congress
chose to take a different path in the aftermath of 9/11. Specifically, in
2002, Congress passed the Support Anti-terrorism by Fostering Effective
Technologies Act (henceforth, the SAFETY Act) as an inexpensive way
to subsidize the development and usage of anti-terrorism technologies.

This law empowers the Secretary of Homeland Security to certify
certain anti-terrorism technologies (henceforth ATTs), and to limit the
liability of users and suppliers of approved ATTs if the technology fails
to stop an attack. Third-party liability in case of a successful attack is a
substantial concern for many firms. For example, in 2005, a New York
court found the owner of the World Trade Center, the Port Authority
of New York and New Jersey, more than 65% liable for third party
damages due to the 1993 World Trade Center bombing (Spence et al.,
2012). By offering a safe harbor from such litigation, the SAFETY Act is
essentially intended to act as an implicit subsidy for ATT investment.2

A broad range of often industry-affiliated publications lay out the
benefits of the SAFETY Act for different industries (e.g., Carpentier and
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Finch, 2012 for the natural gas and electricity industry; Biagini, 2008
for the airport management industry; Bryant, 2016 for the sports indus-
try). Moreover, Harter (2006) and Knake (2016) suggest that SAFETY
Act-like protections should be extended to other hazards, such as nat-
ural disasters or (non-terrorist) cyber attacks. It is therefore important
to understand the economic effects of this type of liability-limiting law
on loss-avoidance and loss-mitigation technology adoption.

We model the incentives for ATT provision by a firm that is a target
of a potential attack. The firm chooses, at a cost, the ATT technology
it wants to use, from a set of available technologies. The technology
determines the probability with which an attack will be defeated. The
firm also submits its chosen technology for certification by a regulatory
agency. The probability of certification is increasing in the quality
of the technology, and if the technology is certified, then the firm’s
liability is limited to a prespecified level.

Because the liability limitation has an economic value and the
probability of certification is increasing in the quality of the ATT,
the firm has an incentive to choose a better technology. However,
conditional on receiving the certification, the firm faces a reduced
loss from a successful attack, and therefore has reduced incentives
to choose a better ATT. In general, either effect can dominate. In
particular, we show that, if the ATT has a sufficiently large probability
of successful defense, then the SAFETY Act is counter-productive in the
sense that the ATT chosen is lower than in the absence of the SAFETY
Act. Furthermore, we show that these problems are exacerbated in a
dynamic setting: Liability reductions which the firm acquired in the
past reduce its incentive for further innovation.

Note that our analysis of the efficiency effects of the SAFETY Act
focuses on anti-terrorism technology development and/or deployment,
taking as given the probability of a terrorist attack. In addition to
affecting the choice of ATT, the implicit subsidy through the liability
reduction might also lead to excessive entry in the affected industries.3

owever, this effect is quite indirect, and there might also be equi-
ibrium effects on the behavior of terrorists (e.g., better defenses of a
articular firm may redirect attacks towards other firms). It is beyond
he scope of this article to analyze all general equilibrium effects of the
AFETY Act and alternative such as subsidies for defensive technology
or private sector firms.

As argued by Shavell (1984), direct regulation is a frequent and rela-
ively attractive policy option when some part of the damages remains
ncompensated under liability. A standard objection to regulation —
amely, that the regulatory agency cannot judge what makes sense
or the private agent — does not apply here because the SAFETY
echnology designation or certification represents a procedure where
he agency does exactly that: judge what makes sense for the private
gent.

In fact, while there is no direct safety regulation in our model, some
f the industries that are taking advantage of SAFETY Act provisions
re already heavily regulated, such as the nuclear industry. In those
ndustries, if the Office for the Implementation of the Safety Act just
ertifies the standard of care that firms have to choose to comply
ith the agency that regulates them directly, the liability limitations

rom the SAFETY Act essentially just constitute a lump-sum transfer to
hose firms, equal in value to the expected liability avoided. Yet, the
cope of the SAFETY Act is considerably larger, and firms that applied
uccessfully for certification or designation under the Act include many
ndustries where safety against terrorist attacks is generally not directly
egulated.4 Our model is most relevant for those industries.

3 See, for example, Faure and Fiore (2009) for a discussion of how
he nuclear liability subsidy induces an artificial competitiveness of nuclear
nergy.

4 Lieberman et al. (2019) mention, for example, industrial manufacturing,
eal estate, healthcare and financial services firms as beneficiaries of the
2

AFETY Act. i
Our paper contributes to the existing literature on the effects of
liability rules (Shavell, 2009). Essentially, a liability limitation such
as the one provided by the SAFETY Act can be interpreted as being
similar to a combination of a strict liability rule (for the amount up
to the limit) and a negligence rule for damage amounts that exceed
the limit (Shavell, 1980). Furthermore, while the required level of care
that leads to a liability exclusion under a negligence rule is usually up
to interpretation by the court, under the SAFETY Act the technology is
pre-approved by the regulatory agency, and so the firm is fairly certain
about the level of liability it faces in case of a successful attack.

The paper proceeds as follows. Section 2 reviews related litera-
ture. Section 3 provides more detailed information about the SAFETY
Act. The model is presented in Section 4, and analyzed in Section 5.
Section 6 considers a dynamic extension of the model, and Section 7
concludes.

2. Related literature

Liability in tort law is usually assigned according to either strict
liability rule (under which the injurer must compensate the victim,
even if the injurer was not at fault) or negligence rule, under which
there is a certain ‘‘standard of care’’ that absolves the injurer from
liability (see Posner, 1973 and Shavell, 1980 for classical contribu-
tions; Cooter, 1991 for an excellent short review; and Shavell, 2009
for a monographic treatment).

The SAFETY Act in our model is essentially an opportunity for
a potential injurer to pre-certify a standard of care that absolves it
from liability for damages exceeding a limit chosen by the regulator.
Below the limit, the injurer remains liable under a strict liability rule.
Furthermore, the SAFETY Act only defines an option for the injurer,
who can also choose to operate under the existing legal system.

Our main argument that the SAFETY Act has an ambiguous ef-
fect on the equilibrium level of care is related to the classic argu-
ment about a random standard of care under negligence rule (see,
for instance, Miceli, 1997, pp.45) where an injurer escapes liability
completely with a probability that is increasing in its level of care.
The prospect of achieving such an exemption increases care incentives,
while the possibility of already having reached the required level of
care diminishes the incentive for further care.

Like our paper, the seminal contribution of Endres and Bertram
(2006) is also concerned with how liability rules affect technology
development. Specifically, they analyze how strict liability and neg-
ligence rule affect an injurer’s incentives to develop improvements
to its accident prevention technology. In their setting, strict liability
implements the first best; in contrast, negligence rule only does so
if the court knows not only the technology that the injurer chose to
implement, but also the cost of implementing different technologies.
Similarly, in our setting, the informational requirements for the SAFETY
Act to implement the efficient technology are very demanding.

Polborn (1998) analyzes the choice between strict liability and
negligence rule in a setting where, if the accident occurs, the injurer
cannot pay for the losses because of limited assets. Likewise, inability
to pay for losses may be a principal reason in our setting why firms
may not choose the efficient antiterrorism technology, if there is no
additional incentive provided.

Demougin and Fluet (1999) and Nell and Richter (2003) provide
additional justifications for using negligence rules over strict liability,
such as asymmetric information in the management of the injurer firm,
and risk allocation in the presence of incomplete insurance markets.
None of these effects are present in our model framework, but it is
clearly conceivable to argue that they also provide some arguments in
favor of the incentives provided by the SAFETY Act.5

5 For example, the liability limitation for the firm using a SAFETY Act
pproved technology moves the economic harm from the firm to (usually a
ultitude of) other agents who now cannot sue the firm. In the presence of

ncomplete insurance markets, such a spread of the risk may be beneficial.
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3. The safety act

In an attempt to foster the development and deployment of de-
fensive anti-terrorist technologies, Congress passed the Support Anti-
terrorism by Fostering Effective Technologies (SAFETY) Act as past of the
Homeland Security Act of 2002. The following information is mostly
based on the Department of Homeland Security’s ‘‘SAFETY Act 101
briefing’’, available at https://www.safetyact.gov/externalRes/refDoc/
refGroup/8/SAFETY%20Act%20101%20Briefing.pdf

The Act provides legal liability protections for sellers and users of
anti-terrorism technologies. These liability protections apply against
claims that satisfy both of the following two conditions. First, the firm
must have applied for and been granted such a liability protection
for the technology by the Office of SAFETY Act implementation; and
second, the Secretary of Homeland Security must have declared that the
claim resulted from an Act of Terrorism. Several hundred applications
are submitted each fiscal year, and approximately half of them are
approved.

In the context of the SAFETY Act, the definition of anti-terrorism
technology is quite broad and includes physical products (e.g., blast
mitigation materials), services (e.g., screening services at a sports sta-
dium), and software and other forms of intellectual property.

Technologies can either be given a ‘‘designation’’ (which comes
with a particular liability limit in case of a terrorist attack), or a
‘‘certification’’ (which provides essentially full protection similar to
the ‘‘government contractor defense’’ that shields military contractors
against liability when their products fail to perform). In addition to
limited liability, both designation and certification also confer certain
procedural benefits, such as exclusive action in federal court, no joint
and several liability for non-economic damages, and a prohibition
against punitive damages.

The technological standards required for the two levels are some-
what opaque (‘‘proven effectiveness’’ in the case of designation, and
‘‘high confidence it will continue to be effective’’ in the case of certifica-
tion). Observe that, in contrast to the patent system, it is not explicitly
required that a technology surpasses the performance of the currently
best available technology.

4. The model

We consider the problem of a firm 𝐹 that faces the risk of an attack.
If the attack is successful, the firm has a direct loss of 𝑆. Furthermore,
third parties are also harmed by a successful attack and experience a
loss equal to 𝑍+𝑋; here, 𝑍 is the part of the loss for which 𝐹 is liable,
while 𝑋 is the externality, i.e., the additional loss that is beyond what
the firm is legally liable for.

For example, suppose that 𝐹 operates a pipeline that is shut down
for two weeks by a cyber attack because 𝐹 did not sufficiently prepare
for the possibility of an attack. In this case, refineries (who were
directly contracting with 𝐹 ) might have a strong case of contract non-
ulfillment against 𝐹 so that their damages are contained in 𝑍. In

addition, it is highly likely that, in this scenario, gas stations would run
out of gas and gas prices would spike, harming consumers. These losses
are captured by 𝑋 as they would be very difficult to recover through
a legal process, either because courts might be hesitant to recognize
a legal obligation of 𝐹 to supply to consumers who do not have a
contract with 𝐹 , or, in case that such an obligation was construed, the
damage then would likely exceed 𝐹 ’s assets so that 𝑋 is unrecoverable.
Of course, if 𝐹 is not held liable for the losses (for example, because its
prevention effort is deemed non-negligent), then all third party losses
are captured in 𝑋.6

6 We should emphasize that, in our setting, internalizing this externality is
ot an option for the policy maker. In other contexts, the joint use of liability
nd fines has been discussed (see, for instance, Goerke (2003)). In principle,
3

Let 𝑝 ∈ [𝑝, 1] denote the probability that 𝐹 is able to defeat the
attack, in which case no harm is caused. Here, 𝑝 is interpreted as
the baseline technology. Alternatively, 𝐹 can, at a cost 𝐾(𝑝), choose

technology 𝑝 > 𝑝, where 𝐾(⋅) is a strictly increasing and convex
unction, with lim𝑝→1 𝐾 ′(𝑝) → ∞. That is, all marginal improvements
re costly, and increasingly so for technologies that defeat attacks with
higher probability; in particular, achieving total security against an

ttack is extremely costly.7 We furthermore assume that 𝐾(𝑝) = 0,
i.e., costs are measured relative to the baseline technology.

In the spirit of the institutions set by the Safety Act, we assume
that the task of incentivizing the deployment of defensive technology is
given to a regulatory agency that can certify a technology. Certification
of 𝐹 ’s technology is completely voluntary (i.e., the firm is free simply
to choose some defensive technology 𝑝 and not pursue certification);
if certification is granted, it reduces 𝐹 ’s legal liability for third party
losses in case of a successful attack by 𝓁 ∈ [0, 𝑍] to 𝑍 − 𝓁, (and,
correspondingly, increases 𝑋 by the same level); thus, 𝓁 = 0 corre-
sponds to an ineffective regulation (where certification does not change
𝐹 ’s liability), while 𝓁 = 𝑍 means that 𝐹 is completely shielded from
liability.8 The primary question of interest of our analysis is how the
level of 𝓁 affects 𝐹 ’s incentives to improve its defensive technology.

The probability of certification is given by a nondecreasing function
𝛷(⋅) that maps 𝑝 into a probability of certification in [0, 1]. In principle,
one could also think of 𝛷 as another tool for optimization for the
regulatory agency. In fact, we will show in Section 5.2 that, if this is
the case, the regulatory agency can often implement the first best, and
that the best policy involves a step function; that is, there is a level �̂�
such that 𝛷(𝑝) = 0 for 𝑝 < �̂� and 𝛷(𝑝) = 1 for 𝑝 ≥ �̂�.

However, it often appears realistic that, from the perspective of
when the firm has to choose its technology 𝑝, there is some uncertainty
as to whether any given technology would be certified. In practice, only
about 55 percent of certification applications between 2016 and 2021
were granted, and costly rejections would not occur if the certification
process was not random from the firm’s point of view.

Defensive technologies are often unique to each firm’s specific
situation so that the agency cannot establish a track record of which
technologies it would certify and which ones it would reject. Further-
more, the standards for certification set out in the Safety Act (‘‘Proven
effectiveness’’ or ‘‘high confidence that technology will continue to be
effective’’ for designation and certification, respectively) are somewhat
vague, but reference only technical aspects of the technology. Note
that the standards do not make any reference to the ‘‘state of the art’’,
and it is explicitly not the case that a certified technology needs to
represent an improvement (or even a significant improvement) over
existing technology, as would be the standard for the issuance of a
patent.

In contrast, the law states that the regulatory agency has consider-
able leeway in choosing the liability limit. In particular, it may consider
‘‘[t]he possible effects of the cost of insurance [for the liability limit]
on the price of the product, and the possible consequences thereof for
development, production, or deployment of the technology’’.

imposing a fine 𝑋 in the event of a successful attack can induce the first-
best level of 𝑝. However, imposing additional fines on firms after having been
victims of a terror attack may be politically difficult. Furthermore, specifying
the correct amount of the fine 𝑋 ex-ante would be necessary and might be
difficult in many contexts (e.g., in the Colonial Pipeline example).

7 The latter assumption is useful as it generates interior solutions, but is
not fundamentally necessary for our qualitative results to obtain.

8 Such a complete shield is sometimes called the government contractor

defense.

https://www.safetyact.gov/externalRes/refDoc/refGroup/8/SAFETY%20Act%20101%20Briefing.pdf
https://www.safetyact.gov/externalRes/refDoc/refGroup/8/SAFETY%20Act%20101%20Briefing.pdf
https://www.safetyact.gov/externalRes/refDoc/refGroup/8/SAFETY%20Act%20101%20Briefing.pdf
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5. Analysis

5.1. Social optimum

We start with an analysis of the socially optimal level of defensive
technology. A social planner would minimize the sum of all types of
expected losses from a successful attack and the cost of developing
defensive technology 𝑝,

(1 − 𝑝)(𝑆 +𝑍 +𝑋) +𝐾(𝑝) (1)

Differentiating with respect to 𝑝 and rearranging yields the following
ptimality condition
′(𝑝) = 𝑆 +𝑍 +𝑋. (2)

The straightforward interpretation is that, in an optimum, the marginal
cost of developing a slightly better technology must equal the marginal
damage avoided through a slightly better technology. Observe, further-
more, that the convexity of the cost function 𝐾 is sufficient for global
optimality of the solution of (2). For reference in the following, let 𝑝∗
denote the solution of (2).

5.2. Best case scenario: Clear certification standards

In this section, we assume that the regulatory agency can specify a
level �̂� such that 𝛷(𝑝) = 0 for 𝑝 < �̂� and 𝛷(𝑝) = 1 for 𝑝 ≥ �̂�, as well as
set the liability reduction level 𝓁 ∈ [0, 𝑍].

The firm always has the option not to participate in the certification
process; in this case, it is completely liable for 𝑍 in case of a successful
attack. Thus, it minimizes

(1 − 𝑝)(𝑆 +𝑍) +𝐾(𝑝), (3)

by choosing 𝑝 such that

𝐾 ′(𝑝) = 𝑆 +𝑍. (4)

Denote the solution of this first-order condition 𝑝0.9
Given a liability reduction 𝓁, the maximum �̂� that the firm would

be willing to accept gives the firm the same utility level as they could
get by opting out, and thus satisfies

(1 − 𝑝0)(𝑆 +𝑍) +𝐾(𝑝0) = (1 − �̂�)(𝑆 +𝑍 − 𝓁) +𝐾(�̂�), (5)

where the left-hand side is the firm’s total expected cost when they get
no liability reduction, and the right-hand side is their expected cost if
they develop technology �̂�.

The following Proposition 1 shows that higher values of liability
reduction 𝓁 allow for the maximum implementable safety level to be
larger. In particular, the largest possible liability reduction 𝓁 = 𝑍
maximizes the largest value �̂� such that the firm is still willing to choose
�̂� and be certified.

Proposition 1. For any 𝓁 ∈ [0, 𝑍], there is a value of �̂� ∈ [𝑝0, 1) that
solves (5), and it is increasing in 𝓁.

Proof of Proposition 1. Note that, except when 𝓁 = 0, the minimizing
value of 𝑝 for the right-hand side is smaller than 𝑝0, which implies that
the right-hand side is increasing in 𝑝 for all values of 𝑝 greater than 𝑝0.

The right-hand side of (5) evaluated at �̂� = 𝑝0 is smaller than the
left-hand side. Furthermore, the right-hand side is continuous in �̂�, and
at �̂� = 1, the right-hand side is larger than the left-hand side evaluated
at 𝑝0. This implies the existence of a unique value of �̂� such that (5)
holds with equality.

The right-hand side of (5) is decreasing in 𝓁, which implies (together
with the fact that the right-hand side of (5) is increasing in �̂�) that �̂� is
increasing in 𝓁. ■

9 It is clear that the second order condition for minimization holds, as
′′ > 0 by assumption.
4

o

Proposition 1 shows the promise of the Safety Act for improving
security. Specifically, if there is a generous reduction in liability for
certified technology, then the firm is willing to implement challenging
improvements in their defensive technology in order to obtain the
liability reduction. In many cases, it may be possible to incentivize the
firm to adopt the socially optimal level of precaution.

Note, however, that the informational requirements for the regula-
tory agency implementing such a scheme are quite high. The regulatory
agency has to know the cost function 𝐾 for developing defensive
technologies, and must be able to convey the certification threshold
�̂� to the firm before they start with their development. In practice, the
regulatory agency (i.e., the Office of Safety Act Implementation in the
case of the Safety Act) does not set ex-ante targets for firms, but waits
until firms have developed defensive technologies for which they seek
certification, and only then chooses whether or not to approve them.

Ganuza and Gómez (2008) argue that, when injurers have limited
assets so that in case of an accident, they are judgment-proof, then the
second-best standard of care in a negligence rule should be set to reflect
this problem. In particular, if the injurer is unwilling to implement the
first-best level of care under a negligence rule, a lower negligence stan-
dard of care should be set that makes the injurer indifferent between
the implementing this ‘realistic’ standard, and the level of care they
would choose under strict liability when they expect to be judgment-
proof in case of an accident. This is, of course, the same argument as
our Eq. (5).

5.3. Firm behavior under unclear certification standards

We now turn to an analysis of the firm’s defensive technology choice
when the regulatory agency’s certification action is ex-ante uncertain
for the firm and described by a continuous and increasing function 𝛷(),
ather than a step function.

The firm minimizes the sum of their expected own losses, its liability
osses, and the development and deployment cost,

1 − 𝑝)(𝑆 +𝑍) − (1 − 𝑝)𝛷(𝑝)𝓁 +𝐾(𝑝). (6)

bserve that (6) differs from (1) in two ways. First, the firm does not
onsider 𝑋, the external harm, that is not subject to liability. Second,
ith probability 𝛷(𝑝), the firm’s liability in case of a successful attack

s reduced by 𝓁 to 𝑍 − 𝓁.
Differentiating (6) with respect to 𝑝, the first-order optimality con-

ition is

(𝑆 +𝑍) + [𝛷(𝑝) − (1 − 𝑝)𝛷′(𝑝)]𝓁 +𝐾 ′(𝑝) = 0,

hich can be rearranged as
′(𝑝) = 𝑆 +𝑍 + [(1 − 𝑝)𝛷′(𝑝) −𝛷(𝑝)]𝓁. (7)

s we show in Proposition 2, a sufficient condition for (7) to charac-
erize an optimum is that 𝛷() is weakly concave in 𝑝.

We can interpret the case without a Safety Act like regulation as
etting 𝛷(𝑝) = 0 for all 𝑝, or, alternatively, 𝓁 = 0. In this case, the third

term on the right-hand side of (7) simply drops out, and (7) coincides
with (4) which implies that in the absence of the Safety Act, technology
level 𝑝0 would be chosen. Comparing with (2), we have the standard
result that the firm chooses a socially suboptimal level of precaution
because it does not consider the external harm 𝑋 when choosing 𝑝.

he central question is whether the Safety Act increases or decreases
he firm’s incentives for defensive technology investment.

roposition 2. Let 𝑝𝑆 denote the level of precaution chosen by the firm,
.e., the solution of (7), and define the term in square brackets in (7) as a
unction

(𝑝) = (1 − 𝑝)𝛷′(𝑝) −𝛷(𝑝).

hen, 𝑝𝑆 < 𝑝0 (i.e., the Safety Act decreases the level of precaution) if and

nly if 𝐻(𝑝𝑆 ) < 0.
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Proof. Suppose that 𝐻(𝑝𝑆 ) < 0 so that 𝐾 ′(𝑝𝑆 ) < 𝑆 + 𝑍. Since 𝐾 is
convex and 𝐾 ′(𝑝0) = 𝑆 + 𝑍, this implies 𝑝𝑆 < 𝑝0. Necessity follows
rom an analogous argument. ■

Observe that, for 𝑝 sufficiently close to 1, we always have 𝐻(𝑝) < 0.
his follows from the fact that 𝛷 is bounded (𝛷(1) = 1, and thus 𝛷′ is

also bounded), and therefore lim𝑝→1 𝐻(𝑝) = −1. Thus, if a technology
is actually quite successful in foiling attacks, then it follows that the
liability reduction regulation is counterproductive because it lowers
the level of precaution, 𝑝𝑆 < 𝑝0. Because 𝑝0 is already lower than
the socially optimal level of precaution, 𝑝∗, this decrease lowers social
welfare.

In contrast, for the opposite implication to be true, i.e., the Safety
Act leads to the firm choosing a higher level of precaution, it is
necessary that the probability of certification increases strongly at the
firm’s optimal choice, and that this probability is not too close to 1 at
the firm’s optimal choice.

In a similar vein, we can analyze how the level of liability reduction
𝓁 affects the optimal level of care. Implicit differentiation of (7) yields

𝑑𝑝
𝑑𝓁

=
[(1 − 𝑝)𝛷′(𝑝) −𝛷(𝑝)]

𝐾 ′′(𝑝) + [2𝛷′(𝑝) − (1 − 𝑝)𝛷′′(𝑝)]𝓁
. (8)

In an optimum, the denominator of the right-hand side is positive; this
is simply the second-order condition of minimization. Thus, the sign of
𝑑𝑝∕𝑑𝓁 is determined by the sign of 𝐻(𝑝), the numerator. In particular,
whenever 𝐻(𝑝) < 0, then a marginally more generous liability limit will
lead to a weaker defensive technology, and vice versa.

Intuitively, why is the Safety Act likely to decrease the optimal level
of precaution? There are two effects that go in opposite directions.
First, for the firm, the liability reduction provides an additional value.
An increase in 𝑝 improves the chance that the firm will obtain this
prize, and so there is an additional incentive to improve the defensive
technology. On the other hand, conditional on receiving the liability
reduction, an increase in 𝓁 reduces the loss in case of an attack, and
therefore decreases the marginal incentive to increase 𝑝.

Which of these effects dominates depends on the specific situation.
However, for a technology that is already relatively good (𝑝 ≈ 1) and
has a high probability of being certified (𝛷(𝑝) ≈ 1), the second effect is
likely to outweigh the first one. This is because, when the probability
that the technology is certified is large, the marginal probability in-
crease from quality improvement must be relatively small. In contrast,
the effect that reduced liability has on incentives for further safety
technology improvement remains large.

So far, we have assumed that the safety technology only affects
the probability of a successful defense against the terror attack. What
would change if the defense technology, instead, mitigates the damage
in case of a successful attack? In this case, a liability limit completely
eliminates the firm’s marginal incentives to invest in reducing the
damages — any reduction of damages beyond the liability limit has no
private value for the firm. In this sense, our model provides a relatively
favorable setting for the SAFETY Act because the gross benefit of
defeating a terror attack always remains positive; it is only that liability
limits reduce the amount of the gross benefit from further increases in
𝑝.

6. Dynamics

So far, we have analyzed the effects of liability limitations in a static
setting where the firm chooses its safety technology once and for all.
In that setting, it is theoretically possible to use liability limitations as
a reward that optimally incentivizes defensive technology development
and deployment, even though we have argued that, in terms of practical
implementation, the effect might be more likely to be detrimental.

We now consider a simple dynamic framework in which the defen-
sive technology in the second period can build upon the technology of
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the first period. In this setting, a liability reduction used to incentivize
defensive technology usage in the early period reduces the incentive to
achieve further improvements in the second period.

Specifically, consider a setting in which the first period looks exactly
like in our basic model (with the cost function now denoted 𝐾1(𝑝)),
and is followed by a second period, in which the cost of defensive
technology 𝑝2 is given by 𝐾2(𝑝2; 𝑝1).

The cost 𝐾2(𝑝2; 𝑝1) of defensive technology 𝑝2 depends on 𝑝1. We
assume that 𝑝1 becomes the new baseline technology; that is, con-
tinuing to use the same technology as the one chosen in period 1 is
free (i.e., 𝐾2(𝑝1, 𝑝1) = 0), while ‘‘upgrading’’ to a level 𝑝2 > 𝑝1 costs
additional money.

Consider the following simple example that illustrates the problems
that can be created for second period innovations if the regulator gen-
erates incentives for first-period innovation by giving the firm liability
limitations. In case of a successful attack, the firm faces an external li-
ability risk of 1000. In addition, there is an additional external damage
that is not subject to liability of again 1000.

In the first period, the baseline risk is 20%, but it can be reduced
to 10%, at a cost of 150 (and, for simplicity, we assume that this is the
only risk reduction option that is available for the firm).

The social value of this technology is (0.2 − 0.1) × 2000 = 200.
However, without any liability limitation incentives, the private value
of the risk reduction is equal to the expected liability cost reduction
of (0.2 − 0.1) × 1000 = 100, and because this is less than the cost of
acquiring the technology, the firm will not use the technology if not
provided additional incentives to do so. In fact, the minimum liability
reduction required to incentivize the firm is 𝓁 = 500. Providing such an
incentive therefore appears beneficial from a social point of view.

Now suppose that, in the second period, a technology upgrade
becomes available that would reduce the risk by another 5 percentage
points, at a cost of 60. This upgrade is, clearly, socially worthwhile as
it reduces the expected losses by 0.05 × 2000 = 100 > 60.

However, given that the firm’s remaining liability in case of a
successful attack is only 500, the technology’s private value for the firm
is only 0.05 × 500 = 25. Moreover, there is no further liability reduction
that makes implementation of the upgrade attractive for the firm — the
value of a complete removal of liability is only 0.1 × 500 = 50 for the
firm.

Intuitively, what happens in this example is that a liability reduction
provides incentives for technology adoption in the first period, but this
also reduces the possibility to provide additional incentives in future
periods.

The ‘‘ammunition’’ that liability reduction can provide over all time
periods is necessarily limited, and equal to the full legal liability 𝑍.
Thus, even if the regulator uses the Safety Act framework optimally in
the first period to incentivize defensive technology adoption, the ability
to provide additional incentives necessarily decreases. This would not
be the case if the regulator instead used direct subsidies in order to
incentivize the firm’s technology adoption.

Note that this problem appears particularly acute if there is some
kind of arms race between terrorists and defenders. For example,
suppose that, in every period, the probability that an attack is successful
is 20 percent if last period’s technology is used, but that an upgraded
technology can reduce this to 10 percent.

In such a world, incentives for adopting the upgraded technology
have to be given in every period, and this therefore cannot be done
by permanent liability reductions. In principle, persistent incentives
can be provided by granting liability reductions only for one period,
i.e., they have to be re-earned every period. However, this requires that
the regulatory agency can determine the appropriate ‘‘period length’’
for which the liability reduction can be granted, and do so in advance.
This likely creates practical problems; it is conceptually much easier for
the regulatory agency to test a technology submitted for certification
than it is to assess for how long it is going to be effective, because the
latter depends on the potential attacker’s technological progress which

is inherently uncertain.
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7. Discussion and conclusion

The fact that many targets of terrorist or criminal attacks are
owned by private agents who choose how to guard against potential
attacks creates an important externality problem. The benefits of better
protection accrue to other private agents who would suffer from an
attack.

The justifications provided for the passage of the SAFETY Act em-
phasize this positive externality and promote the act as providing an
effective subsidy (which, nevertheless, does not cost the taxpayer any
money). These are, at least politically, attractive arguments. Unfortu-
nately, our model shows that there are significant problems when it
comes to the incentives for technology development and deployment
under the SAFETY Act.

A perfect regulatory agency (i.e., one that knows the firm’s cost
function for providing safety, and can thus calculate the efficient level
of protection) could, in principle, use liability limitations to incentivize
the firm to provide a higher level of protection. However, in practice,
the Office for the Implementation of the Safety Act is only tasked
with certifying ‘‘effective’’ anti-terrorism technologies. In this setting,
our model shows, the incentives provided by the Act are ambiguous,
because, conditional on certification of the technology, a liability limi-
tation means that there is less at stake for the firm. Thus, for those firms
that have a very good chance that their technology will be certified, the
Safety Act will, in effect, be counter-productive.

Finally, we also show that a problem with liability limitations in
a dynamic setting is that they can provide positive incentives for
technology development only once, but, in following periods, diminish
the incentives for further improvements because less is at stake for the
firm. Overall, this leads us to being very skeptical about the SAFETY
Act, as well as proposals to extend its principles to new domains.

Data availability

No data was used for the research described in the article.
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