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1. Introduction

Many decisions people make involve risk and intertemporal
trade-offs. People’s utility functions are thus characterized by
“preferences over goods defined by a time period and a state of
nature, preferences over the temporal allocation of goods, and
preferences over outcomes as realizations of uncertain states of
nature” (Andersen et al., 2008, p. 583).

Studying risk preferences and time preferences and their in-
teraction can provide insights both for theory and practice. They
jointly moderate people’s behavior in almost all domains. Since
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risk and time preferences do not reveal themselves readily, it
is essential to elicit risk- and time-preference parameters in a
robust and comprehensive manner.

However, it is not straightforward to identify the proper elici-
tation mechanism [EM] for risk- and time-preference parameters.
Hence, scholars have developed dozens of mechanisms/methods
illustrating how to elicit risk- and time-preference parameters in
experimental settings. Most of the EMs differ in design, incentive
compatibility, effort levels, estimation strategies, and so on. In
addition, the risk- and time-preference parameters estimated
from different EMs when applying the same estimation strategies,
surprisingly, and troublingly, differ significantly (Isaac and James,
2000; Loomes and Pogrebna, 2014; Crosetto and Filippin, 2016;
Pedroni et al., 2017; Zhou and Hey, 2018; Holzmeister and Stefan,
2021; Friedman et al., 2022).

Maybe because of these differences, and a lack of consensus
about the appropriateness of different methods, the elicitation
of risk- and time-preference parameters remains a lively, in-
teresting, and growing area of research. Previous experiments
mostly ignored the family of adaptive EMs. One such method that
outperforms fixed-sequence, bisection titration methods (which
are based on the pre-set list of choices, and which are standard
methods in psychology (Weber and Chapman, 2005; Hardisty
et al.,, 2013)), and staircase tasks (such as the one proposed by
Falk et al. (2018)) is the Dynamic Experiments for Estimating
Preferences [DEEP] method (Toubia et al., 2013).
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Technically, the DEEP method is designed to determine an
optimal sequence of choices for a participant by leveraging het-
erogeneous binary choices made by them and by maximizing
the Hessian matrix of the posterior distribution based on their
previous choices. The method can provide information about
risk- and time-preference parameters both at the individual and
the aggregate level. Although the DEEP method is considered as
an efficient and reliable EM (Toubia et al., 2013), Murphy and
ten Brincke (2018) pointed out that it is more challenging to
implement it in experiments. Perhaps the limited use of the DEEP
method! in economic studies is because of the programming
demands which pose a significant barrier for including the DEEP
method in experimental research.

We hope that our study will contribute to popularizing the
DEEP method and other adaptive EMs among experimentalists.
It is of critical importance “to take some treatment that has
been demonstrated using traditional methods and see if one
can use these alternative [adaptive] methods to come to the
same conclusion, with the same statistical reliability but more
quickly and typically with smaller samples” (Harrison, 2014, p.
757). In this paper, we provide a ready-made Zurich Toolbox for
Ready-made Economic Experiments [z-Tree] (Fischbacher, 2007
[1999]) application for the DEEP method. First, we briefly re-
view the adaptive nature of the DEEP method and its structure,
we then provide an incentive-compatible version of the DEEP
method, before we move on to the z-Tree implementation.” We
also include a Visual Basic for Application [VBA] script for data
preparation and a STATA script for the baseline estimation of
the risk- and time-preference parameters from the DEEP method.
Finally, we summarize the findings of our study and discuss
future extensions.

2. Adaptive EMs

There are different EMs and ways to elicit “latent” risk and
time preferences in the experimental literature. The popularity
and overall quality of EMs depend on several factors, such as
the design, simplicity, time required to complete the method,
effort level, incentive-compatibility, estimation possibilities, and
external validity. There is no consensus regarding which is the
best method; quite possibly efficiency and precision of an EM
is contextual. Lilleholt (2019, p. 250) stated that “future studies
should strive to develop new and better ways of measuring
individual risk preferences. In this regard, a promising line of
research is the (relatively) recent development of adaptive elicita-
tion tasks which have been found to reduce measurement error
and outperform standard elicitation procedures on a number of
important parameters”. Relative to non-adaptive EMs, i.e., EMs
that present participants with the same choices, adaptive EMs
are individualized and present the optimal choice path. It is
important to tailor individualized choice paths to the participants
because “not all experimental designs are created equal” (Myung
et al, 2013, p. 54).

In this section, we focus on adaptive methods for eliciting
risk- and time-preference parameters that are well-known in
the marketing and psychology literature but are not extensively
employed in the elicitation batteries in economics and finance
to this date. We illustrate the mechanism and the structure of
the typical adaptive EM vis-a-vis the typical non-adaptive EM in
Fig. 1a and Fig. 1b.

1 The advantages and caveats of the DEEP method (e.g., the potential of
conducting a field experiment with this method) are elaborated on in Section 3.

2 Note that we discuss the structure of the DEEP_RISK application, which
intends to provide a mechanism for eliciting risk-preference parameter(s), but
the logic and code of the DEEP_TIME application, which intends to provide a
mechanism for eliciting time-preference parameter(s), are identical. Importantly,
the logic and structure of the software applications are the same. Therefore, we
restrict our elaboration in the manuscript to DEEP_RISK.
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Adaptive EMs maximize the value of the information set ac-
quired from a participant’s choices in the elicitation tasks and
efficiently assess the decision-making profile of the participant
in the experiment. In other words, the logic behind these tasks
is that they optimize the choices and information acquisition in
the experiment instantly (in real time) and thus they optimize
the choice path that the participants will face in the experi-
ment. Also, as shown in Fig. 1a, they remove the possibility of
order effects and strategic behavior (Johnson et al., 2014) be-
cause the choices that the participant faces in the experiment are
“personalized” and the “hand of the experimenter is invisible”.
Thus, these methods outperform traditional non-adaptive EMs,
illustrated in Fig. 1b, in terms of their accuracy and prediction
validity, and they minimize the possibility of “cherry-picking”
(Binmore and Shaked, 2007). Within this paper, we define the
“cherry-picking” phenomenon as an issue that arises when the
experimenter designs the choice stimuli themself® (scaling and
tailoring the choice stimuli manually). In contrast, when the
adaptive methodology is implemented, the choice stimuli follow
the efficient and formal (econometric) procedure. The stimuli that
are designed by the experimenter harm the generalizability of
the experimental design because it intends to answer particular
research questions, instead of providing a broader perspective
that is comparable to other studies in the field of interest. In
addition, it is possible that the experimenter designs inadequate
choice stimuli and presents them to the participants in the ex-
periment. This could produce misleading conclusions, a problem
that is mostly absent in the context of the adaptive elicitation
methodology. Ultimately, when the elicitation of the parameters
of interest is conducted in an efficient way i.e., simpler, and
shorter format that is free from the experimenter demand effects,
the results obtained from the rigorous estimation strategy are
more reliable (Gillen et al., 2019). In other words, the adaptive
EMs are of tremendous importance for making the research more
credible.

Moreover, there is a pronounced practical value of these EMs
because the risk-preference and time-preference parameters ob-
tained from the adaptive EMs are comparable — which means that
they are based/shown on the same metric (e.g., Constant Relative
Risk Aversion [CRRA] parameter in Expected Utility Theory [EUT])
- to those parameters obtained from the non-adaptive EMs un-
der the same empirical strategy, decision theory, and parametric
specification. Statistically, in terms of the comparative perfor-
mances of traditional (non-adaptive) and adaptive EMs, Chapman
et al. (2018) conducted a parameter recovery study [Monte Carlo
simulation] and compared traditional EMs [Multiple Price List
(MPL) and Lottery Menu (Eckel and Grossman, 2002)] vis-a-vis
adaptive EMs [Dynamically Optimized Sequential Experimenta-
tion {DOSE} (Wang et al,, 2010) 10 and DOSE 20]. They found
that the average inaccuracy for the risk-preference part is 37%
[MPL] and 35% [Lottery Menu] in the traditional EMs relative to

3 The experimenter chooses the scale and context of the static EM i.e.,
they pre-define the set of choices that are part of small/limited choice sets
that involve only several stimuli. In other words, Choice 2 is the same for all
participants in the experiment in regard to the offered probabilities (or delays
if the EM intends to elicit time preferences) and stakes if one implements the
static EM. For example, Choice 2 in the static EM could present the following
two options to participants: (1) LEFT option: a chance of 8 in 10 to win $10
and a chance of 2 in 10 to win $2, or (2) RIGHT option: a chance of 5 in
10 to win $15 and a chance of 5 in 10 to lose $2. This is pre-defined and
the same for everyone as well as completely independent from the previous
choice. Also, the loss context is fixed and pre-defined for the choices in the static
EM, which means that it is already fixed whether Choice 2 involves losses. In
contrast, the adaptive EM optimizes the sequence of choices with regard to the
offered probabilities (or delays if the EM intends to elicit time preferences) and
(negative/positive) stakes for each participant in the experiment, by maximizing
the information advantage from the previous choice.
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Fig. 1b. Typical non-adaptive EM.

21% [DOSE 10] and 15% [DOSE 20] in the adaptive EMs. In other
words, the estimates generated by adaptive EMs can be more than
twice as accurate as those estimates obtained from the traditional
EMs.

Adaptive EMs are innovative, less noisy, more robust to mea-
surement errors, provide informative responses, inflate the sta-
tistical power, and substantially improve efficiency (Cavagnaro
et al,, 2009). They can provide reliable information about the un-
derlying risk- and time-preference estimates (Richter and Mata,
2018) but their importance is limited to the laboratory setting
and is not adequate for natural field experiments. In a method-
ological paper, Daviet (2019) summarized the four representa-
tive adaptive EMs, including the one that he proposed in the
study. Specifically, he summarized the main characteristics and
structure elements of the following EMs: DEEP, DOSE, Adaptive
Design Optimization [ADO] (Cavagnaro et al., 2010), and Sequen-
tial Optimal Inference [SOI] (Daviet, 2019). We have prepared
a comprehensive table describing the estimation strategy and
possibilities of these four adaptive EMs, based on the comments
from Daviet (2019), and we additionally included the Bayesian
Rapid Optimal Adaptive Designs [BROAD] method (Ray et al.,
2013) due to the fact that there are laboratory experiments where
the BROAD task is incorporated in the elicitation battery. See
more details in Table 1.

Based on Table 1 [Column 7 in Table 1 follows comments of
Daviet (2019)], we can conclude that adaptive EMs have specific
estimation advantages over traditional EMs. Specifically, the DEEP
method allows estimation in the continuous parameter space
and high-dimensional models, the DOSE method optimizes the

parameter space and reduces inference obstacles, the BROAD
method is computationally efficient and speedy, the ADO method
is suitable for efficient discrimination among models, and the
SOI method works with the general inference model. Further, the
presentation format is simple and understandable for participants
in the experiment; they are not lengthy and thus do not require a
high effort level. Finally, they can be incentivized which is crucial
because it is known that incentives play an important role in
decision-making experiments (Camerer and Hogarth, 1999; Her-
twig and Ortmann, 2001; Holt and Laury, 2002, 2014; Harrison
et al.,, 2005).

Considering the increasing attention, and pronounced inter-
nal (Schley and Peters, 2014; Jachimowicz et al., 2017; Atlas
et al., 2017; Nofsinger and Shank, 2019; Webb and Shu, 2017;
Soutschek et al., 2020; Patterson and Shank, 2020; Shank et al,,
2020; Sun et al.,, 2021) and external validity of the DEEP method
in the existing literature (Li et al., 2016, 2020), we restrict our
attention exclusively to the DEEP method in the remaining parts
of the paper. We further restrict our discussion to only the in-
centivized version of the DEEP method, as developed by us, and
its comprehensive (not reduced) and optimal format [DEEP 12%]

4 Section 3 contains information about how to calculate the number of
potential option combinations for the different DEEP (choice) versions. For
example, if one wants to implement DEEP 5 (5 choices), “only” 32 (potential)
option combinations exist that could be presented to the participants in the
experiment as opposed to 1024 potential option combinations in the case of
implementing the DEEP 10 (10 choices). Additionally, although the format -
the number of choices - depends on the research questions, we firmly believe



F. Fidanoski and T. Johnson

Journal of Behavioral and Experimental Finance 38 (2023) 100805

Table 1
Selected adaptive EMs.
EMs Design Simplicity Time Effort level Incentives Estimation External Internal validity
validity
DEEP Descriptive/ Simple 3-5 min Small Incentive Continuous Yes Yes
transparent compatible parameter
estimation
DOSE Descriptive/ Simple 5-10 min Small Incentive Exact - Yes
transparent compatible optimization
BROAD Descriptive/ Simple 5-10 min Small Incentive Equivalent - Yes
transparent compatible Class Edge
Cutting [EC?]
utilization
ADO Descriptive/ Simple 5-10 min Small Incentive Exact - Yes
transparent compatible optimization
Model selection
SOI - - - - - Continuous - -
parameter
estimation
Exact

optimization
Model selection
General
inference

model

that produces a robust estimate. If required to address a particular
research question, it is possible (with minimal work involved) for
experimenters to modify our program and, thus, to eliminate the
incentives and to reduce the number of choices. As a case in point,
if external validity is the main goal of the research study, DEEP 5
is found as the optimal version (Li et al., 2020).

3. DEEP method

The DEEP method intends to elicit risk- and time-preference
parameters by adjusting the choice path presented to each par-
ticipant adaptively/dynamically. It intends to find an optimal
sequence of choices that the participant is facing in the exper-
iment by adjusting their heterogeneous choices and maximizing
the Hessian matrix of posterior distributions (Toubia et al., 2013).
Some of the most important features of the DEEP method are
that: (1) it adaptively optimizes the sequence of choices that
participants face; (2) it provides information about the distribu-
tion of parameters across individuals (heterogeneity); (3) it is
possible to compare the estimates to other EMs (as they could
be expressed on the same metric, such as CRRA function); (4) it
models stochastic error; (5) it is computationally efficient (i.e., the
method pre-calculates a table of all possible choice paths); (6) it
estimates high-dimensional models and a continuous parameter
space; (7) it is possible to extend the elicitation to a wide range
of economic preferences; and (8) it has pronounced internal and
external validity.

The precision and efficiency of the subsequent choice that the
participant is facing in the DEEP method are improved by maxi-
mizing the information obtained in previous choices. Technically,
as the participant progresses through the tasks, there is a compu-
tation in the background that is defining choice i + 1 in the DEEP
method, conditional on the response of the participant in choice

that the DEEP 12 is superior to other formats because of the larger number of
(potential) option combinations. The simulation exercise of the DOSE method
that is an adaptive EM (Wang et al., 2010), and the remarks that are made for
the traditional EMs further confirm this. For illustration, the Random Lottery
Pair Design (Hey and Orme, 1994; Harrison and Rutstrom, 2008) method “had
been used earlier in a pilot experiment reported in Hey and Cagno (1990). In this
pilot, subjects were asked just 60 questions and we discovered that 60 was fewer
than we could reasonably ask within the attention span of the subjects” (Hey
and Orme, 1994, p.1295). Hence, implementing more choices could potentially
provide a basis for a more robust and more reliable estimation of the parameters
of interest.

i. Hence, for every choice, the DEEP method adaptively identifies
the mode of the posterior distribution, using Newton’s method,
and determines choice i + 1, following the decision in choice i,
that maximizes the expected value i.e., a norm of the Hessian
matrix of the posterior at its mode. In other words, the choice
path is defined adaptively by updating the information regarding
the value of the mode of the posterior distribution based on the
decision in choice i and thereby determining choice i 4+ 1 in
the DEEP method. Therefore, choice i 4+ 1 represents the choice
that maximizes the expected value of the determinant of the
Hessian matrix of the posterior distribution evaluated at its mode.
Strictly speaking, the subsequent choice in the DEEP method is
designed to reduce the asymptotic covariance matrix of the max-
imum likelihood estimate [MLE] of the risk- and time-preference
parameters, considering the stochastic component (Toubia et al,,
2013). This method is computationally efficient because it is eas-
ier to determine the mode of the posterior than it is to integrate
over the posterior. Furthermore, the DEEP method is particularly
useful when the posterior is bell-shaped (Daviet, 2019).

To illustrate, let us consider the first two choices in our incen-
tivized version of the DEEP_RISK method (designed for elicitation
of latent risk parameters) in Fig. 2. Choice 1 in the DEEP method
is fixed and the decision of the participant in Choice 1 determines
Choice 2. Specifically, in Choice 1, the participant is asked to
choose between the LEFT option that offers a 9 in 10 chance of
winning $0.05 and a 1 in 10 chance of winning $1.25, and the
RIGHT option that offers a 3 in 10 chance of winning $5.00 and
a 7 in 10 chance of losing $1.00. There is no indifference button
as in the Random Lottery Pair Design method (Hey and Orme,
1994; Harrison and Rutstrom, 2008) because here we are inter-
ested only in strict preference relations. (However, if a research
question is targeted at eliciting weak preference relations, it is
possible to add an indifference button by adding a new standard
box between boxes “Choose the LEFT option” and “Choose the
RIGHT option” in the software application.)

Based on the decision in Choice 1, participants are presented
with different options in Choice 2. In the DEEP method, partici-
pants that have chosen the LEFT option over the RIGHT option in
Choice 1, will be asked in Choice 2 to decide between the LEFT
option that offers winning $0.05 with 7 in 10 chances and losing
$0.75 with 3 in 10 chances, and the RIGHT option that offers
winning $5.00 with 3 in 10 chances or losing $1.00 with 7 in
10 chances. In contrast, participants that have chosen the RIGHT
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DEEP

9in 10 chances to win $0.05
1in 10 chances to win $1.25

|
[

3in 10 chances to win $5.00
7 in 10 chances to lose $1.00

|
[

7 in 10 chances to win $0.05
3in 10 chances to lose $0.75

3in 10 chances to win $5.00
7 in 10 chances to lose $1.00

51in 10 chances to win $0.05
5in 10 chances to lose $0.25

3in 10 chances to win $2.00
7in 10 chances to lose $0.75

Fig. 2. Choice 1 and Choice 2 in the DEEP_RISK method.

option over the LEFT option in Choice 1, will be asked in Choice
2 to decide between the LEFT option that offers winning $0.05
with 5 in 10 chances and losing $0.25 with 5 in 10 chances, and
the RIGHT option that offers winning $2.00 with 3 in 10 chances
or losing $0.75 with 7 in 10 chances. The same logic applies
to subsequent choices. Note that participants are not informed
about the subsequent choices in the DEEP method. Therefore,
order effects, one of the most perennial issues in the elicitation
literature, do not exist in the DEEP method.

The set of possible choices that can potentially appear in the
choice path is 40 for the LEFT option and 36 for the RIGHT option.
In Fig. 2, we can see that there are two possible options in Choice
1 and four possible options in Choice 2. By the same token,
theoretically, there are 4096 possible combinations for Choice 12
on the choice path (2", where n denotes the number of choices
offered [e.g., DEEP 5 or DEEP 12]) or 1,048,576 choice paths in
total. Consequently, the number of potential option combinations
in the DEEP method is impressive. It minimizes the role of ex-
perimenter demand effects and eliminates potential order effects.
Given the high number of potential combinations, issues resulting
from slow computation and presentation in the experiment are
a valid concern. Nevertheless, speed, computation, and respon-
siveness of the software implementation of the DEEP method are
not an issue. The choices are presented to the subjects in the
experiment almost instantly because of the efficient algorithm as
well as due to the software architecture.

The design of the method is simple and intuitive, and the DEEP
method does not require extraordinary cognitive abilities. Also, it
does not take a long time nor require an excessive effort level
in the experiment. Therefore, it is even appropriate for eliciting
risk- and time-preference parameters in experiments where the
risk aversion and discounting behavior are not the main research
focus but moderate the variable of interest.

The main limitation of the DEEP method is that it is not
adequate for retrospective analysis (Sloman et al., 2020). Also,
it follows a specific (estimation) algorithm as shown in Table 1,
and is not adequate for natural field experiments. However, based
on emerging technologies in software tools for conducting ex-
periments, researchers can use the DEEP method in artefactual
(field) experiments (Harrison and List, 2004). Also, Frydman and
Jin (2022, p. 208) pointed out that the DEEP and other adaptive
methods “should condition not only on the history of the partic-
ipant’s choices but also on the history of the presented choice
sets”. However, relative to static EMs, these disadvantages are
minor and are made up for by the significant advantages of this
method.

4. A z-Tree implementation
4.1. z-Tree software and additional/supporting tools

Toubia et al. (2013) provided a non-incentivized (flat/
hypothetical incentives) version of the DEEP method that is sup-
ported by the software developers from the Center for Decision
Sciences [CDS] at the Columbia Business School. They posted a
JavaScript code on their GitHub profile as well as the estima-
tion tools. Recently, they posted the Python code as well. The
authors recommended the use of Qualtrics or Lime Survey to
implement their version of the DEEP method, which can be done
by importing the code that is available both on the CDS page and
accompanying GitHub folder (available at the following link).

However, there is limited access to Qualtrics due to the high
costs associated with obtaining a license, and the code is rel-
atively extensive - more than 700 source lines of code - and
thus it is not straightforward to implement modifications. More-
over, considering that adaptive EMs are still rare in economic
papers, mostly because of the programming demands that are
associated with their use, we have provided an implementation
of the incentivized version of the most prominent adaptive EM,
the DEEP method, in z-Tree software. We firmly believe that this
will increase the interest in adaptive EMs among economists.

In short, z-Tree is arguably the most popular software for
developing and carrying out economic experiments. It was origi-
nally developed at the University of Zurich, and now is supported
and administrated as a joint project of the University of Zurich
and the University of Konstanz. To highlight the popularity of the
software, there are more than 500 citations each year in academic
and non-academic studies, meaning that more than one study is
published each day, on average, that used z-Tree software.

Recently, several tools have been developed as an alterna-
tive to z-Tree, such as open-source, online, and object-oriented
software [oTree] (Chen et al, 2016) [1338 citations on Google
Scholar to this date], classEx (Giamattei and Lambsdorff, 2019),
Tokyo toolbox for large-scale combinatorial auction experiments
[t-Tree] (Kazumori and Belch, 2019), and many others. Never-
theless, z-Tree is still the dominant player in the market for
experimental software programs. For instance, Duch et al. (2020)
showed that z-Tree [52%] is still twice as popular as its main com-
petitor oTree [26%] and more than two times as popular as other
software packages that were used for experimental research at
the Cologne Laboratory for Economic Research [CLER].?

5A major limitation is that this analysis builds on the pre-COVID experience
of only one particular laboratory. Therefore, it is fair to say that this result should
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The software is built in a client-server fashion. That means
that a server [Tree], the experimenter’s machine, controls a client
[Leaf], the participant’s machine. The data collection is genuine
and bi-directional. Namely, the server sends pieces of information
related to the experiment to the client(s), and it also collects
pieces of information from the client(s). It is a typical input-
output architecture. The most important requirement is that both
the z-Tree and z-leaf files are placed in the same folder, and they
should be compatible [same version®].

There is an uncomplicated transfer of data from the exper-
iment to the statistical packages. In addition, there are several
add-ins and supporting tools that facilitate and simplify this
process. We briefly review some of them. Stefan Palan’s “z-tools”
add-in that can be used for data preparation and organization
in Microsoft Excel is one such tool. This tool can be down-
loaded from the personal webpage of the author. In addition, Kan
Takeuchi has written and posted an ADO-file, “ztree2stata”, on
his personal webpage which imports a z-tree data file, converts
it into STATA format, and prepares it for the analysis. (He did the
same for Python language.) Motivated by the increasing popu-
larity of the R programming language for statistical analysis (R
Development Core Team, 2018), Kirchkamp (2019) prepared the
R-package “zTree” which imports raw data from z-Tree directly
into the R environment. For z-Tree implementation of the DEEP
method, we have adjusted/pre-written a VBA code that trans-
forms and organizes raw data from the DEEP method. The VBA
code is flexible, it is easy to use in Microsoft Excel, and speeds up
the analysis. The code accompanies this paper and is available for
download at the following link.

The flexibility and desirability of z-Tree is further enhanced by
the novel and innovative tools that have emerged in recent years.
Previously, one of the main disadvantages of z-Tree was that it
was limited to brick-and-mortar laboratories, and thus unavail-
able in an online environment. Amid the coronavirus pandemic
in 2019, a novel client-integrating architecture for conducting
z-Tree experiments over the internet, called “z-Tree unleashed”
was developed (Duch et al., 2020). In addition, a Python script for
retrieving output files from z-Tree experiments known as “TreeR-
ing” emerged (Jiang and Li, 2019) as well as the text-editing tools
known as “zBrac” (Saral and Schréter, 2019).

4.2. Implementation

We have adopted some of the main principles that are relevant
for conducting economic experiments: non-deceptive practices
and incentivization. Thus, we will now proceed to present a z-
Tree implementation of the DEEP method where participants are
getting a full information set in the instructions and are paid
through a random (lottery) incentive system (Grether and Plott,
1979; Cox and Sadiraj, 2019) for their effort in the DEEP method.
They are informed that there are 12 choices with two options
each. Importantly, they are told that, at the end of the exper-
iment, the program will randomly play out one choice which
will determine their payout in the task. Nevertheless, they know
that every choice can be payment-relevant and thus they are
asked to approach every choice as if it were the one that would

be accepted cautiously, because many scholars switched their experimental work
to an online setup during the COVID-19 pandemic and oTree software is more
suited to such online experiments. Updated analyses are required to make better
judgements about the future relevance of z-Tree.

6 The software application that we provide is programmed in z-Tree version
4.1.11 [21-Aug-2019]. It is compatible with the newer version of z-Tree (>5.x).
For those that are interested to implement it in the older versions of z-Tree (<
4.1.0), we have exported a plain text form of the treatments which is available
in the GitHub folder.
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determine their earnings. We have prepared computerized in-
structions — that are available in the accompanying GitHub folder
of this paper and that can be presented to participants’ — for
those who want to incorporate the maximum number of DEEP
choices in their experiments. Furthermore, in order to be sure
that participants understood the instructions and that their prob-
ability understanding is at an acceptable level, we have taken four
comprehension questions from the original study and adjusted
them to the z-Tree environment.

With regard to the core of the DEEP method, in the background
stage of the z-Tree program, we create a globals program and store
the prototype coded indexers. Each indexer represents a keycode
that is later converted to an index for accessing coded choices in
the DEEP method. Then, in the second globals program we store
the details of the potential choices that are presented to the par-
ticipants in the experiment on the left side [“LEFT” option in the
task]. First, we create an array of 40 potential choices on the left
side of the screen. Second, we write the probabilities and amounts
that the participant is potentially facing in the experiment when
using the DEEP_RISK application. The potential value of amounts
in the LEFT option of the DEEP_RISK method is: -$20, -$15, -
$10, -$5, $1, $5, $10, $30, $40, $100 and $300. Some important
differences between the DEEP_RISK and DEEP_TIME applications
are that there are no losses in the DEEP_TIME application, the
probability is always 1 (100%), and instead of probabilities there
are delays.

Similarly, we have done the same for the RIGHT option. How-
ever, the array that we create for the RIGHT option in the DEEP
method consists of 36 potential choices. More precisely, the po-
tential value of amounts in the RIGHT option of the DEEP method
is: -$20, -$15, -$10, -$5, $1, $5, $10, $30, $40, $100, $300, and
$400. Note that the amounts are displayed in a shuffled or-
der conditional on the previous decisions processed through the
adaptive Bayesian design as is explained in Section 3 of this paper.

Finally, in the background stage, we create another globals
program that moderates the amounts of the options and pre-
pares the payment details. In our version, we have created a
DR_PAYOUT_SCALE that adjusts the possible amounts by a factor
0.05 [5%]. Consequently, we created modified arrays that incor-
porate the payout scale that we have chosen. These modified
choices will be displayed to the participants and will be used
towards their final payments. However, if a researcher wants to
keep the possible amounts of the DEEP method unadjusted, they
can simply set the DR_PAYOUT_SCALE to 1.

In the next step, we discuss the main stage of the DEEP
method. First, we create 12 standard boxes and simply formulate
the header of the 12 choices that will be displayed to the partici-
pants. In our case, the font of the choices is Arial 30, and the words
are centered and bold. In the standard boxes, we have written a
condition that enables Choice 2 to be displayed only after Choice
1 is made. Similarly, Choice 3 is displayed after Choice 2 is made
and so on until Choice 12 in the DEEP 12 version.

The most important part of the program is to define the choice
path in the main stage of the DEEP method. As explained, this
program calculates the current path which is a unique identifier
for the specific course of action that the participant has chosen

7 For scholars that want to incorporate the software, we provide a brief
guideline in the GitHub folder. The flow of actions is as follows: (1) store
the .ztt file and the z-leaf file in the same folder; (2) check the compatibility
of the software versions; (3) open the .ztt file and the z-leaf files; (4) select
Background — Number of subjects (set the number of participants that you
want); and (5) select Run — Start Treatment. In the Github folder, we provide
a z-Tree software of the DEEP 12 version, but researchers can easily adapt
this to their favored version by following these steps: (1) open the .ztt file;
(2) click on the “DEEP_MAIN_RISK” stage or “DEEP_MAIN_TIME” stage; (3)
open the “subjects.do” program; (4) change “DR_MAX_CHOICES = 12;” to
“DR_MAX_CHOICES = 5;”, if you want to set it to DEEP 5; and (5) click “OK”
in the program, and the treatment can be started on F5.
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through the DEEP process. Each choice a participant makes rep-
resents going on a different path. It is used in calculating the next
choices that will be presented to the participant and this program
is contained in the ButtonBox. In other words, this program is the
heart of the DEEP method as it directs the subsequent choices
based on the decisions of the participants in the experiment.

Perhaps the most complex part of the algorithm is the choice
path. We will provide some basic details about how the path is
computed and how it is converted from a character value into a
numeric value. The part shown in Fig. 3a computes the path based
on the current number of choices made.

Depending on the number of choices made, the part of the
code shown in Fig. 3b extracts the current character from the
string fields defined in globals. Further, we convert the charac-
ter values into numeric values by writing the following lines:
codel = code(char1) and code2 = code(char2). We then have
to offset the codes (Fig. 3c). Finally, we now have indexes we can
plug into an array that we can use to show the probability and
amount values for payout purposes, as is shown in Fig. 3d.

Additionally, each of the boxes/choices, that we create in the
main stages, is displayed upon the satisfaction of the condi-
tions/indexers that are defined. You can see an illustration of this
in Fig. 4.

For illustration purposes, please see an example of (potential)
Choice 5 from the DEEP method in Fig. 5, that participants could
face on the computer screen. In our version, we have incentivized
the DEEP method, which is in contrast to the original version
of the task and other studies that have employed the DEEP
method (hypothetical incentives version). We have programmed
two random devices in the program. The first random device is
attached to the choice and the second random device is attached
to the option. In other words, the first random device is selecting
the payment-relevant choice and the second device is playing out
the chosen option. The payment depends partly on the decision
and partly on the random device. At the end of the experiment,
the participant is informed about the amount that they have
earned in the DEEP method. (Also, it is possible to inform them, if
important for the experiment, about the choice that the random
device has picked, with a minimal work involved.)

On a related note, we have created three 7-point rate scales for
the DEEP method. On these scales, participants are asked to state
their understanding of the DEEP method, the effort level that they
exercised, and the complexity of the DEEP method.

Progressive instructions of how to incorporate the DEEP
method in experiments are included in the accompanying repos-
itory. We have also included some other important details in
the DEEP program itself. Thus, it should be self-explanatory for
researchers who want to incorporate the DEEP method in their
experimental research. Nota bene, we have validated the software
and tested the context consistency and the temporal stability of
the DEEP method in our follow-up projects. However, it is beyond
the scope of this paper, hence we do not elaborate on the results
in this paper.

5. Data output and estimation
5.1. Output

When the experiment that includes the DEEP method is com-
pleted, the z-Tree software automatically creates a .csv [comma-
separated values] file which contains information about the choices
that were displayed by the program and the decisions that were
made by the participants. For example, the decision that the
participant made in the first choice is stored in dr_choices[1],
the decision that the participant made in the second choice is
stored in dr_choices[2] and so on. Suppose that the participant has
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chosen the RIGHT option in Choice 1. After the experiment, in the
.csv file dr_choices1 is 2. By the same token, if the participant has
chosen the LEFT option in Choice 2, dr_choices2 will be 1.

Further, the probabilities of the LEFT option in the DEEP
method are recorded in the .csv file as dr_shown_chance_A1 and
dr_shown_chance_A2, and the probabilities of the RIGHT option
are dr_shown_chance_B1 and dr_shown_chance_B2. As an example,
the probabilities of the LEFT option of Choice 1 are written
as dr_shown_chance_A1[1] and dr_shown_chance_A2[1], and the
probabilities of the RIGHT option are dr_shown_chance_B1[1] and
dr_shown_chance_B2[1]. By the same logic, the probabilities of the
LEFT option of Choice 2 are written as dr_shown_chance_A1[2] and
dr_shown_chance_A2[2], and the probabilities of the RIGHT option
are dr_shown_chance_B1[2] and dr_shown_chance_B2[2]. The same
is valid for all twelve choices in the DEEP method.

In order to be able to estimate the parameters of interest,
we need the amounts in the DEEP method that were displayed
to the participant. The amounts of the LEFT option in the DEEP
method are written in the .csv file as dr_shown_amount_A1 and
dr_shown_amount_A2, and the amounts of the RIGHT option are
dr_shown_amount_B1 and dr_shown_amount_B2. Hence, the
amounts of the LEFT option of Choice 1 are written as
dr_shown_amount_A1[1] and dr_shown_amount_A2[1], and the
amounts of the RIGHT option are dr_shown_amount_B1[1] and
dr_shown_amount_B2[1]. The same is valid for all twelve choices
in the DEEP 12 version of this elicitation method.

There are several possibilities for how to organize the data
output from the DEEP method, as we elaborated in Section 4.
Apart from the z-Tree program, we have written a VBA code that
prepares the data for statistical software within a short time. The
VBA code is included in the GitHub repository that accompanies
this paper and it can be modified based on one’s preferences.
This code speeds up the analysis of the data output of the DEEP
method, which is discussed in the next subsection.

5.2. Estimation

We have prepared several scripts that can process the data
output from the DEEP method, after “cleaning” raw data from
the experiment in the adjusted VBA code, in STATA environ-
ment. For example, the download folder consists of one STATA
script that can be used for MLE of the DEEP method and for
detecting the parameters of interest under the CRRA assump-
tion [note that Toubia et al. (2013) provided a code for the
Hierarchical Model Estimation, which is a recommended esti-
mation strategy]. We have also provided the codes for evalu-
ating the data under Expected Utility Theory [EUT], Separable
Prospect Theory [SPT], Rank-Dependent Theory [RDT] and Mix-
ture Model Estimation, and one can find the code for estimation
(in RStudio) of the Prospect Theory parameters from the web-
page of the CDS. Note that we implement these under differ-
ent utility/functional specifications (Constant Relative Risk Aver-
sion [CRRA], Constant Absolute Risk Aversion [CARA], Power, and
Expo-Power) and models (Quiqqin’s model, Tversky-Kahneman,
and two- and three-parameters Prelec’s model).

In our folder, STATA scripts are written under the cookbook
procedure (Harrison and Rutstrom, 2008; Harrison et al., 2018):
we are declaring variables in the program, we define the paramet-
ric assumption that we plan to use for the estimation and adjust
the choices that involve losses. Then, we simply evaluate both
options in the presented choices and we calculate the likelihood.
In the STATA scripts, we have written lines for estimating the
parameters of interest at both individual and aggregate levels.
The decision whether researchers estimate the parameters of
interest at the individual or at the aggregate level depends on
their research question.

Importantly, Hey (1995) stressed that the stochastic compo-
nent should be an integral part of decision-making theories. Thus,
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/f compute path -- adapted javascript algorithm

path = 0;
for (i, n)
{

path = path + (dr_choices[i] - 1); // original algorthim is 0 and 1. we are 1 and 2, so adjust
path = path * 2;

path = path + 1; // arrays in ztree start from 1, so need to add 1
dr_path[n] = path;

a

if (n == 2) { charl = mid(db_coded_indexers_2, path, 1); char2 = mid(db_coded_indexers_2, path + 1, 1); }

elsif (n == 3) { charl = mid{db_coded_indexers_3, path, 1); char2 = mid(db_coded_indexers_3, path + 1, 1); }
elsif (n == 4) { charl = mid{db_coded_indexers_4, path, 1); char2 = mid(db_coded_indexers_4, path + 1, 1); }
elsif (n == 3) { charl = mid(db_coded_indexers_5, path, 1); char2 = mid{db_coded_indexers_5, path + 1, 1); }
elsif (n == 6) { charl = mid{db_coded_indexers_6, path, 1); char2 = mid(db_coded_indexers_6, path + 1, 1); }
elsif (n == 7) { charl = mid(db_coded_indexers_7, path, 1); char2 = mid{db_coded_indexers_7, path + 1, 1); }
elsif (n == 8) { charl = mid(db_coded_indexers_8, path, 1); char2 = mid{db_coded_indexers_8, path + 1, 1); }
elsif (n == 9) { charl = mid(db_coded_indexers_9, path, 1); char2 = mid{db_coded_indexers_9, path + 1, 1); }
elsif (n == 10) { charl = mid(db_coded_indexers_10, path, 1); char2 = mid{db_coded_indexers_10, path + 1, 1): }
elsif (n == 11} { charl = mid(db_coded_indexers_11, path, 1); char2 = mid(db_coded_indexers_11, path + 1, 1); }
elsif (n == 12) { charl = mid{db_coded_indexers_12, path, 1); char2 = mid(db_coded_indexers_12, path + 1, 1); }

b

[/ transform characters

if (codel »>= 97) { codel = codel - 97 + 26; }
elsif (codel »= 65) { codel = codel - 65; }

elsif (codel »>= 48) { codel = codel - 48 + 32; }
elsif (codel »= 42) { codel = codel - 42 + 62; }

if (code2 »>= 97) { code2 = code2 - 97 + 26; }
elsif (code2 »= 63) { code2 = code2 - 65; }

elsif (code2 »= 48) { code2 = code2 - 48 + 52; }
elsif (code2 »= 42) { coded = code2 - 42 + 82; }

// add one because ztree index start at 1
codel = codel + 1;
codel = coded + 1;

C

/{ collect payout data

dr_shown_chance_A1[n] = dr_outcomes_4&_chance_1[codel]:
dr_shown_amount_A1[n] = dr_outcomes_A_amount_1[codel];
dr_shown_chance_A2[n] = dr_outcomes_A_chance_2[codel]:
dr_shown_amount_A2[n] = dr_outcomes_A_amount_2[codel];
dr_shown_chance_B1[n] = dr_outcomes_B_chance_1[codel]:
dr_shown_amount_B1[n] = dr_outcomes_B_amount_1[codel];
dr_shown_chance_B2[n] = dr_outcomes_B_chance_2[codel];
dr_shown_amount_B2[n] = dr_outcomes_B_amount_2[codel];

d

Fig. 3. Computation of the choice path.
we also prepare an extension by introducing some stochastic er- 6. Discussion
rors which we then account for in the DEEP method. Specifically,
we have prepared two versions of stochastic specifications: one We present a ready-made application for risk- and time-
known as Fechner error and the second one called Luce error. preference elicitation. To the best of our knowledge, this is the
These stochastic errors indicate the sensitivities of the estimated first attempt at programming a comprehensive adaptive elic-
parameters. itation method in a z-Tree environment. We believe that the
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Choice 5112
3in 10 chances to win $1.50 3 in 10 chances to win $5.00
7 in 10 chances to lose $0.50 7 in 10 chances to lose $1.00
===

Fig. 5. Example of Choice 5 from the DEEP_RISK method.

availability of a z-Tree application for such EMs will increase
the popularity of the adaptive elicitation methodology for future
economic preference elicitation.’

In addition, we have also provided some useful features, such
as a VBA code for preparing data output from z-Tree and several
STATA scripts for MLE of the parameters of interest when the
DEEP method is applied. These files facilitate data processing and
data estimation of the DEEP method.

Several extensions can be made in future work. First, one could
write a STATA script to test other (different) decision theories
and alternative parametric assumptions. Also, it will be interest-
ing to elicit other economic preferences by applying the DEEP
method. In terms of the context consistency, researchers could
test the graphical over the descriptive presentation and compare

8 Recently, Bertani et al. (2021) proposed a novel adaptive method for elic-
itation and estimation of the parameters of the probability weighting function.
From the screenshots, it seems that they programmed the method in a z-Tree
environment, but they did not include the exact reference. Nevertheless, this
promising method is still not widely tested and not prominent in the literature.
Moreover, z-Tree code of this method is not available.

the DEEP method to other adaptive EMs. Lastly, it is of particular
relevance to test the robustness of the DEEP method by testing
domain consistency and temporal stability (in a multi-period
setting). Some of these issues were addressed in our follow-up
projects, but there are still open research questions in this regard.
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