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A B S T R A C T

We study the effect on credit relationships of the Small and Medium Enterprises Supporting Factor (SME-SF),
a regulatory risk weight reduction on small loans to SMEs. Employing a regression discontinuity design and
matched bank-firm data from Italy, we find that a 1 percent drop in capital requirements causes an average
13 basis points reduction in the cost of credit. Moreover, with a novel measure of bank regulatory capital
scarcity, we show that the drop is larger for banks facing tighter constraints. Furthermore, the drop is larger
for firms with low switching costs, while the sharp assignment rule may have led to the rationing of marginal
borrowers. Such findings indicate that the entire distribution of firms and banks’ characteristics plays a crucial
role in determining the impact of regulatory capital changes.
1. Introduction

Bank regulators have employed minimum capital requirements
to ensure bank solvency since the introduction of the Basel Accord
framework in the 1980s. More recently, minimum capital require-
ments have become part of the macroprudential policy toolkit, which
includes countercyclical changes in mandatory capital buffers to mod-
erate lending booms in good times and mitigate lending busts in bad
times (Claessens, 2015).

Minimum capital requirements aim to bring bank leverage closer
to the socially optimal level. Banks may engage in excessive lever-
age because of moral hazard, either induced by limited liability and
managerial discretion (Jensen and Meckling, 1976; Myers and Majluf,
1984), or by the distorted incentives arising from deposit insurance
and the implicit or explicit government safety net. Imposing minimum
capital requirements increases shareholders’ stake, thereby reducing
the ex ante incentive to gamble with insured deposits (Kareken and
Wallace, 1978; Keeley, 1990).
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If capital and debt are not perfect substitutes, capital requirements
may come at a cost. If bank capital is more costly than debt (Diamond
and Rajan, 2000), imposing minimum capital requirements may result
in higher interest rates and reduced credit supply. Even though there
have been many attempts at assessing the magnitude of such costs,
for example through model-based simulations (e.g. Kashyap et al.,
2010; Miles et al., 2012) and through investigation of the effect of
negative shocks to banks’ capital (e.g. Berger and Udell, 1994; Peek
and Rosengren, 2000; Behn et al., 2016), little consensus has emerged.

We provide direct evidence on such cost in a quasi-experimental
setting, exploiting the Small and Medium Enterprises Supporting Factor
(SME-SF), a regulatory capital discount targeting small loans, aimed to
shield European SMEs from the adverse effects of the tougher regula-
tion coming with Basel III. From the impact of such discount on the
spread on SMEs revolving credit facilities we infer that a 1 percentage
point decrease in minimum capital requirements causes a 13 basis
points drop in the cost of bank credit.
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We exploit the unique framework, the availability of a rich set of
firm-level proxies of switching costs, and a novel measure of banks’
capital scarcity to gauge the extent to which the pass-through is het-
erogeneous across firms and banks. First, we show that: (i) borrowers
with multiple healthy credit relationships drive the average effect; (ii)
better borrowers (high EBITDA) get about a 40 percent larger discount;
(iii) worse borrowers (high drawn over granted credit ratio or high
risk score) get a 50 to 60 percent smaller discount. Second, banks
whose shadow cost of capital is higher apply a 20 percent larger than
average discount to their borrowers. Third, while there is no impact
on credit quantities on average, credit to weaker borrowers grows less
after the introduction of the SME-SF. Such evidence suggests that the
sharp assignment cut-off could engender undesirable effects. Overall,
we highlight that the effects of changes in capital requirements on
credit depend on the entire distribution of borrowers’ and lenders’
characteristics.

We base our analysis on a rich dataset on bank loans to firms from
the Italian Credit Register, matched with firm and bank characteristics
and covering the period around the introduction of the SME-SF. The
SME-SF entered into force on the 1st of January, 2014 through Article
501(1) of the Capital Requirements Regulation (CRR) and reduced risk
weights of eligible exposures by 23.81 percent. Considering a corporate
loan to an SME with a risk weight of 100 percent and a minimum capital
requirement of eight percent of risk weighted assets, the reduction in
the minimum capital requirement is approximately two percent.

Under the assumption that potential confounding factors do not
change discontinuously at the e1.5 million threshold, we employ the
SME-SF eligibility rule to estimate the effect of capital requirements on
lending rates with a Regression Discontinuity Design (RDD).2 Through
the RDD, we compare credit relationships that are very similar before
the reform, but face different risk weights once the SME-SF is imple-
mented. To support the validity of such a design, we provide evidence
that firms’, banks’ and relationships’ characteristics do not vary discon-
tinuously at the SME-SF threshold, and that there is no bunching of
credit relationships below the threshold in the two years before and
the year after policy implementation. The absence of manipulation is
not surprising as the estimated drop in the interest rates amounts to a
saving in the annual cost of credit of a few thousand Euros for credit
lines that are drawn for more than one million Euro. Moreover, we run
placebo tests for non-SME and SME relationships before the SME-SF
and find no evidence of spurious effects.3

Our baseline analysis shows an average 13 basis points decrease
n the cost of credit for a 1 percentage point decrease in capital
equirements. This average effect may only partially reflect the benefit
ccruing to banks from the marginal capital requirements relaxation for
everal reasons. First, if borrowers face significant frictions to switch
etween lenders, banks can exercise monopoly power and retain a
raction of the surplus. The change in the cost of credit will then reflect
nly such fraction, which in turn depends on the size of switching
osts.4 Second, the SME-SF may be more beneficial to the borrowers

2 The approach, introduced by Thistlethwaite and Campbell (1960), is
ommon both in labor economics and in empirical corporate finance. For a few
xample in the last field, see Chava and Roberts (2008), Keys et al. (2010),
garwal et al. (2017), Rodano et al. (2018) and Becker et al. (2021).
3 As regards manipulation, we must also bear in mind that firms can only
anipulate by not using credit. If they need credit, such a manipulation is

ostly.
4 The importance of switching costs for the dynamic of credit and its cost

as been documented, for example, by Ioannidou and Ongena (2010), Barone
t al. (2011), Allen et al. (2019). For theoretical works on the effect of banks
onopoly power on the cost of credit, we refer instead to Sharpe (1990)

nd Petersen and Rajan (1995). Moreover, as low switching costs should be
n important driver of the pass-through, a fixed effect identification strategy
ould result in a larger effect due to sample selection. The pass-through
ould be identified only for firms with multiple relationships. These firms
2

of banks whose regulatory capital is relatively scarcer. In the absence
of the SME-SF these banks would raise the cost of credit more than
capital-abundant banks as a result of the tighter Basel III regulation.

We exploit our rich dataset to analyze the relevance of these two
heterogeneity dimensions. To test for the role of switching costs in
influencing the degree of the pass-through across firms we employ
different literature-based proxies. To measure the regulatory capital
scarcity we instead employ a novel variable based on unique super-
visory information at the bank level. When Basel III became effective,
banks were given some time to adjust to the more restrictive capital def-
inition. During the phase-in period they had to report to the supervisor
what their capital would have been if the new definition were to be
applied at once. We employ the difference between such fully phased-
in capital and the transitory capital as our measure of relative scarcity.
The intuition is that the larger the difference, the more significant an
adjustment the bank had to do to revert to the desired buffer level by
the end of the phase-in period (Repullo and Suarez, 2013).

Under the assumption that banks transfer the entire benefit of the
capital discount to borrowers that enjoy low switching costs, we find
that banks may be happy to pay up to 16 cents for each euro of
regulatory capital saved. Moreover, we observe that banks tend to
increase granted credit less on those eligible lines whose utilization
is closer to the maximum granted amount, although we do not find
any significant average effect on the amount of credit granted. This
result suggests that risk-weight rules incentivizing credit provision may
have unintended effects on some groups of borrowers when based
on sharp cut-offs. From a policy perspective, the subsequent decision
of substituting the SME-SF cut-off with a smoother tapering of the
discount was appropriate.

Related literature: This paper contributes to the literature on the
mpact of minimum capital requirements on the supply of credit to
irms (Aiyar et al., 2016; Behn et al., 2016; Jiménez et al., 2017; May-
rdomo and Rodríguez-Moreno, 2018) and the one trying to quantify
he costs of capital regulation for banks (e.g. Kashyap et al., 2010; Miles
t al., 2012; Kisin and Manela, 2016; Plosser and Santos, 2018; Glancy
nd Kurtzman, 2022), providing a novel view into the distributive
ffects of capital regulation at the relationship-level.

Our assessment of the average pass-through is considerably larger
han the one suggested by Kisin and Manela (2016), who derive the
hadow cost of capital requirements from the extent to which banks ex-
loit a costly loophole in regulation.5 Our estimates are also larger than
hose presented in the two quasi-experimental studies by Plosser and
antos (2018) and Glancy and Kurtzman (2022). We suggest that this
ifference is due to the context of our study. In contrast with Plosser
nd Santos (2018), which exploits variation from Basel I and II, we
ocus on the European implementation of Basel III. Basel III introduced

more significant tightening of capital regulation, which may have
ad a non-linear effect on the cost of regulatory capital for banks.
egarding Glancy and Kurtzman (2022), we focus on the universe of
anks operating in Italy, which may face higher funding costs than the
arge US banks on which they focus instead.

Uniquely, we highlight how the effect of capital regulation on the
ost of credit depends on the entire distribution of firms’ and banks’

are likely to be less captive than single-bank borrowers and would therefore
receive greater discounts (Ioannidou and Ongena, 2010). In the Appendix
we demonstrate that this intuition holds true, documenting an increase in
the point estimate when we restrict the estimation to the sub-sample of firm
with multiple bank relationships and we show that such increase can be fully
attributed to sample selection.

5 For a more in depth discussion of the modeling assumptions that are
important to explain the small estimates by Kisin and Manela (2016) we refer
to Plosser and Santos (2018)’s introduction. In brief, Kisin and Manela (2016)’s
calculation assumes that banks can move on-balance sheet assets freely and at
a low cost to off-balance sheet conduits; relaxation of such hypothesis may

reconcile the discrepancy between our findings and theirs.
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characteristics, lending support to the conclusions of recent theoretical
works such as Ambrocio and Jokivuolle (2017), Bahaj and Malherbe
(2020), Harris et al. (2020). We show evidence of how firms’ cost of
switching between lenders can influence the pass-through, suggesting
a significant and under-explored link between the capital requirements
literature and the literature on the effects of monopoly power within
the context of credit relationships (for the latter, see Santos and Win-
ton, 2008, 2019).6 Furthermore, we document that banks expecting a
greater drop in regulatory capital from the Basel III reform decrease
rates more, showing a direct link between the heterogeneity in the
shadow cost of capital and the pass-through.

Our approach to measuring the shadow cost, similarly to the one
in Plosser and Santos (2018), does not rely on a difference-in-difference
plus fixed effects strategy. The latter approach has been recently
subject to methodological revision (see, e.g. De Chaisemartin and
d’Haultfoeuille, 2020) and has been called into question in its corporate
finance applications (Berg et al., 2021; Paravisini et al., 2023).7

Finally, our results shed light on the effectiveness of risk weights as
a policy instrument. Targeted changes in risk weights are increasingly
being employed as a macro-prudential policy instrument (see, e.g.
Altunbas et al., 2018). We add to the growing literature on the effects
of such policies, e.g. Akinci and Olmstead-Rumsey (2018), Mayordomo
and Rodríguez-Moreno (2018) and Lecarpentier et al. (2020) for the
SME-SF in particular. While Mayordomo and Rodríguez-Moreno (2018)
and Lecarpentier et al. (2020) study the effect of the SME-SF on credit
access, we complement their analysis by studying the impact on the cost
of credit. We also show evidence suggestive of an unintended effect,
because exposures close to the eligibility threshold to firms with higher
switching costs grow less than others. In this sense, our findings are in
line with those of Becker et al. (2021), who show that sharp changes
in risk weights buckets applied to insurance companies’ assets lead to
strategic manipulation by intermediaries.

The paper proceeds as follows: Section 2 provides background infor-
mation on Basel III, with special focus on the SME-SF and the transitory
measure relaxing the novel capital standards; Section 3 describes our
data; Section 4 explains our identification strategy; Section 5 illustrates
and interprets the results; Section 6 concludes.

2. Institutional background

The three key elements of capital requirements are: Minimum reg-
ulatory capital ratios, risk weights for each asset or asset class, and
rules defining what counts as capital from a prudential perspective.
After the Global Financial Crisis, the Basel Committee on Banking
Supervision approved new capital standards (Basel III) with the purpose
of increasing the quantity and quality of the capital buffer that banks
need to hold against their risk weighted assets. The European Union
adopted the new standards in June 2013, with application starting on

6 As regards the effects of capital regulation, the only important exception
e are aware of is Corbae and D’Erasmo (2021), which uses a large, general

quilibrium model of dynamic monopolistic competition between lenders to
rack the effects of regulation on lending concentration and ultimately on the
ost and availability of credit. A growing literature is instead tackling the
mportance of banks’ monopoly power for the transmission of monetary policy,
ighlighting similar results (see, e.g. Agarwal et al., 2023; Drechsler et al.,
017; Wang et al., 2022; Benetton and Fantino, 2021).

7 Other empirical banking studies employing RDD techniques are Rodano
t al. (2018), which studies access to credit over the cycle through a firm-level
iscontinuity in the assignment of credit ratings, and Becker et al. (2021),
hich focuses on insurer’s balance sheets instead of corporate loans and

xploits risk-weight discontinuities at the instrument level.
3

c

January 1, 20148; some of the measures entered into force immediately
while others gradually.9

The framework put forth by the Basel Committee requires banks
to hold at least 4.5 percent of risk weighted assets in Common Equity
Tier 1 (CET1),10 and increases the minimum Tier 1 capital requirement
from 4 to 6 percent while leaving the overall requirement at 8 percent.
Under Basel III banks are also required to hold two additional buffers:
the Capital Conservation Buffer and the Countercyclical Capital Buffer.
The first consists of an additional CET1 buffer of 2.5 percent of risk
weighted assets; the second is a CET1 buffer that varies between 0 to
2.5 percent of risk weighted assets depending on cyclical conditions
in the credit market.11 Finally, the new rules tightened the capital
definitions, to grant uniform, high quality buffers for loss absorption.

Considering that under the previous framework (Basel II) banks
were required to hold an overall 8 percent capital buffer, while under
the new fully phased-in rules the buffer would be at least 10.5 percent,
European banks and other stakeholders raised the concern that the
reform would lead to an excessive tightening of the credit supply,
particularly to SMEs, hampering the recovery of the EU economy.12

In response to this concern, the EU capital regulation adopting Basel
III in the EU (Capital Requirements Regulation - Capital Requirements
Directive IV, CRR-CRD IV henceforth) introduced measures to smooth
the transition. We will make avail of two such measures in this study:
The Small and Medium Enterprise Supporting Factor (SME-SF), which
will help us identify the effects of capital regulation changes; the
transitory regime for the adoption of the more stringent definition of
capital, which will help us investigate bank-level heterogeneity.

2.1. The SME supporting factor

The SME-SF is a 23.81 percent discount on the risk weight that
applies to loans granted to firms with turnover below e50 million,
provided that the total exposure of the lender to each eligible firm is
below e1.5 million. The magnitude of the SME-SF exactly counteracted

8 See the European Commission’s Online References at https://ec.Europa.
u/info/law/banking-prudential-requirements-directive-2013-36-eu_en.

9 On Basel III and its implementation, see the Basel Committee’s ‘‘Basel
II: A global regulatory framework for more resilient banks and banking sys-
ems’’ at https://www.bis.org/publ/bcbs189.pdf, and their updated summary
n ‘‘High-level summary of Basel III reforms’’ at https://www.bis.org/bcbs/
ubl/d424_hlsummary.pdf.
10 The definition of CET1 includes ‘‘Common shares issued by the bank

hat meet the criteria for classification as common shares for regulatory
urposes (or the equivalent for non-joint stock companies); Stock surplus
share premium) resulting from the issue of instruments included CET1; Re-
ained earnings; Accumulated other comprehensive income and other disclosed
eserves; Common shares issued by consolidated subsidiaries of the bank and
eld by third parties (i.e., minority interest) that meet the criteria for inclusion
n CET1 capital [...] and Regulatory adjustments applied in the calculation of
ET1‘’’ (Basel Committee, 2011, Global Regulatory Framework Report’s p.13).
dditional Tier1 includes other types of shares; Tier2 capital includes some
ubordinated debt instruments.
11 These figures are the fully phased-in buffers; the time-line of imple-
entation is described in the ‘‘Basel III phase-in arrangements’’ document

y the Basel Committee at https://www.bis.org/bcbs/basel3/basel3_phase_in_
rrangements.pdf. We will provide more details regarding the transition to the
ew regulatory regime in the last part of this Section.
12 For a more detailed comparison between the Basel II and Basel III
egimes, we refer to Gatzert and Wesker (2012). Regarding the concern of
uropean stakeholders about the strictness of Basel III’s rules, see Recital 44
f the ‘‘Regulation (EU) No 575/2013 of the European Parliament and of the
ouncil’’ available at https://eur-lex.Europa.eu/legal-content/EN/TXT/?uri=
elex%3A32013R0575.

https://ec.Europa.eu/info/law/banking-prudential-requirements-directive-2013-36-eu_en
https://ec.Europa.eu/info/law/banking-prudential-requirements-directive-2013-36-eu_en
https://www.bis.org/publ/bcbs189.pdf
https://www.bis.org/bcbs/publ/d424_hlsummary.pdf
https://www.bis.org/bcbs/publ/d424_hlsummary.pdf
https://www.bis.org/bcbs/basel3/basel3_phase_in_arrangements.pdf
https://www.bis.org/bcbs/basel3/basel3_phase_in_arrangements.pdf
https://eur-lex.Europa.eu/legal-content/EN/TXT/?uri=celex%3A32013R0575
https://eur-lex.Europa.eu/legal-content/EN/TXT/?uri=celex%3A32013R0575
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the maximum overall increase in capital requirements implied by the
additional Capital Conservation Buffer.13

The Capital Conservation Buffer was gradually phased in between
016 and 2019, but the SME-SF became effective on January 1, 2014.
onsequently, capital requirements for outstanding and new eligible
xposures to SMEs were de facto lowered with respect to the pre-
RR/CRD IV framework. To give an example of the SME-SF effect on
inimum capital requirements, we consider an average capital require-
ent of 8 percent and a pre-SME-SF risk weight of 100 percent. After

he implementation of the SME-SF, the minimum capital requirement
n an SME’s credit line utilized for e1.6 million would be unchanged at
128,000. Instead, the minimum requirement on a e1.4 million SME
xposure would amount to e85,000, taking the SME-SF into account.
uch stark change in minimum capital requirements at the SME-SF
ligibility threshold provides ground to expect an effect on loan pricing.

Anecdotal evidence suggests that the SME-SF did influence credit
upply for targeted SMEs. According to the Intesa San Paolo Bank14

esponse to the Call for Evidence on the SME-SF by the European
anking Authority (EBA):

Despite being difficult to quantify the exact price reduction trig-
gered by the application of the SMEs supporting factor, a direct
relation between the SMEs SF and the credit price is easy to draw
as the cost of regulatory capital is one of the key components
of the credit pricing models. The possibility of applying the SF
on the eligible SMEs exposures significantly reduces the cost of
regulatory capital for such exposures; this capital relief ensures
a direct (positive) effect of the SF on the credit price for SMEs
borrowers.

In the same vein, the German Banking Industry Committee re-
ponded that:

The SMEs Supporting Factor reduces own funds requirements and
cuts the cost of capital. This is all the more important the higher
interest rates climb, because customer price sensitivity then also
increases. If interest rates are expected to rise, cost of capital is
thus likely to become more important [...] A lower cost of capital
increases profit margins and makes SME loans more attractive.

Even so, the initial effort by the EBA (EBA, 2016) to evaluate the
ffect of the SME-SF on lending has returned no strong evidence in
avor of an immediate effect. However, the EBA’s analysis is based on
urvey data and, for this reason, it cannot fully disentangle supply from
emand, or account for the confounding effects of other aspects of Basel
II implementation in Europe.

Two recent studies tackled such identification problems using micro-
ata, and both found evidence of a positive effect of the SME-SF on
ending. The first, Mayordomo and Rodríguez-Moreno (2018), finds
hat the SME-SF contributes to easing credit constraints of medium-
ized firms. The second, Lecarpentier et al. (2020), finds instead a
agged, positive overall effect on credit supply, stronger for very small
oans of small and micro firms. As both these works find evidence of an
ffect on credit supply conditions, we argue that the SME-SF provides
promising testing ground to improve our understanding of the effects
f minimum capital requirements regulation. In particular, the effect
f the SME-SF on loan rates is still not explored. Our objective in this
aper is the investigation of this aspect, which gives us a chance to
earn more about the broader issue of the cost of capital requirements
o banks.

13 A 23.81 percent reduction in a pre-reform risk weighted exposure of
00 would exactly compensate for the increase in the capital ratio: from the
.08 ∗ 100 implied by Basel II, to the equivalent 0.105 ∗ 76.19 under the fully

phased-in Basel III regime.
14 One of the largest Italian banking groups.
4

2.2. The new capital ratio and the transitory regime

The Basel III reform aimed to increase the quality of capital by
tightening the definition of the highest quality capital, i.e. CET1. First,
CET1 is distinguished from additional Tier 1 capital, the latter being
constituted by all unsecured and perpetual non-common share instru-
ments. Second, Under Basel III certain items must be deducted from
CET1 capital (intangibles, deferred tax assets, gains from securitization
transactions, cross-holdings, and investments in the capital of financial
institutions out of the scope of regulatory consolidation). Finally, the
new regime requires banks to hold greater Tier 1 buffers against third
parties’ equity and securitization exposures.15

An immediate application of the new definition of high quality
capital would have been tough on banks. For example, the EBA (2014)
Basel III monitoring exercise reports that the CET1 ratio of large banks
(Tier 1 capital greater than e3 billion and internationally active) would
have dropped from 11.9 to 9.1 percent if the new rules were applied
altogether. For all the other banks the CET1 ratio would have dropped
even more, from 12.4 to 8.8 percent.

To avoid an abrupt drop in the capital ratio’s numerator, the Basel
Committee (2011) Global Regulatory Framework Report recommended
a gradual phase-in of the new capital definition (Section C, paragraphs
(c) and beyond).16 The implementation of the phase-in was left to na-
tional regulators. The European Union’s CRR Article 47817 established
the deadlines for the implementation of the transitory framework.
The Bank of Italy’s instructions reflected the guidelines and broadly
matched the Basel Committee suggestions.18 We refer to capital ratios
computed under these transitory rules as the ‘‘transitory‘’’ capital ratios.

The Bank of Italy’s supervisory reports contain detailed information
on the transitory and the fully phased-in capital ratios for Italian banks.
We employ this information and measure the hypothetical drop in
regulatory capital each bank would face in the absence of the transitory
regime as the difference between the two. We provide details on
this variable’s construction in the next section. We interpret it as the
‘‘distance‘’’ that each bank would have to go to meet the new minimum
requirement and on top of that restore its desired capital buffer.

3. Data and measurement

We construct our dataset by matching information on loan quanti-
ties and interest rates from the Italian Credit Register and the Bank
of Italy archive on interest rates (TAXIA). In addition, we source
balance sheet data on borrowers from the provider Cerved and balance
sheet information on lenders from the Supervisory Files on banks and
banking groups.

The Italian Credit Register contains detailed monthly information
on all loans issued by banks and other credit intermediaries above the
minimum threshold of e30,000, irrespective of whether disbursed or
not. TAXIA includes information on interest rates on loans to borrowers
that have at least e75,000 overall granted or disbursed credit, reported

15 Under Basel II, these exposures qualified for either a 50 percent deduction
from Tier 1 and 2 capital or favorable risk weighting. Under Basel III, they
require instead further buffer accumulation and are risk-weighted at 1250
percent. For the full Basel III definition of Tier 1 capital, we refer to Basel
Committee (2011, p. 15–16) and to Basel Committee (2011, p. 21–27) for the
complete list of mandated deductions.

16 Paragraph (d), p.28, suggests a broad time frame for adoption, asking
banks to comply with ‘‘0% of the required deductions on 1 January 2014,
40% on 1 January 2015, 60% on 1 January 2016, 80% on 1 January 2017,
and reach 100% on 1 January 2018‘’’.

17 Available at the European Banking Authority’s https://www.eba.Europa.
eu/regulation-and-policy/single-rulebook/interactive-single-rulebook/1072.

18 Circular 285 of December 2013 available at the Bank of Italy’s
https://www.bancaditalia.it/compiti/vigilanza/normativa/archivio-
norme/circolari/c285/Circ_285_pub.pdf.

https://www.eba.Europa.eu/regulation-and-policy/single-rulebook/interactive-single-rulebook/1072
https://www.eba.Europa.eu/regulation-and-policy/single-rulebook/interactive-single-rulebook/1072
https://www.bancaditalia.it/compiti/vigilanza/normativa/archivio-norme/circolari/c285/Circ_285_pub.pdf
https://www.bancaditalia.it/compiti/vigilanza/normativa/archivio-norme/circolari/c285/Circ_285_pub.pdf
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by all but the smallest banks. The TAXIA sample is highly represen-
tative as the aggregate value of loans of reporting banks is about 80
percent of outstanding credit. Interest rates are the actual rates paid
by each borrower on disbursed credit net of commission and fees.
Finally, Cerved is a proprietary database containing firms’ balance sheet
information and a credit score; total credit to Cerved firms covers about
three fourths of loans by Italian banks to the nonfinancial corporate
sector.

We obtain such information for the years 2013–2014 to investigate
the impact of the reform and for years 2012–2013 to run placebo tests.
We focus on revolving credit lines’ interest rates because, in Italy, these
loans are relatively standardized and not collateralized. Moreover,
banks can modify the rate on these loans on short notice. Finally, we
adjusted our dataset for bank mergers by applying the group structure
of 2014 to 2013 and 2013 to 2012. We focus on the top-tier bank
holdings for (i) capital requirements concern the consolidated entity
and (ii) group exposure defines SME-SF eligibility.

Our measure of the change in the cost of credit between the pre
and the post-SME-SF introduction is the difference between the average
rate paid in 2014 and 2013 — winsorized at the upper and lower 2.5
percentile to mitigate the effect of outliers. In addition, we consider
a yearly time window as we do not observe when credit lines are re-
bargained but only the resulting change in the rates paid. Hence, we
want to encompass a period that is long enough to include changes in
the cost of the credit line and short enough that it can be reasonable
to attribute changes to the implementation of the SME-SF.

3.1. Defining eligibility for the SME-SF

The SME-SF applied to exposures below e1.5 million towards firms
with gross sales below e50 million, excluding any amount collat-
eralized by residential real estate.19 First, we identify eligible firms
employing the data on gross sales from the Cerved database.20 In a
given year, we assess firm size using gross sales in the previous year,
which is the latest figure that banks can observe as the current balance
sheet will be released several months after the closure of the fiscal year.

We then employ the Credit Register data to identify SMEs’ credit
relationships below the exposure threshold. Eligible relationships are
those for which the total credit disbursed is below 1.5 million, re-
gardless of the amount granted. We assess eligibility at the end of
period 𝑡 − 1 when analyzing the change in loan rates from 𝑡 − 1 to
𝑡. For example, we assess the total exposure of credit relationships as
of December 31, 2013, while in the placebo tests as of December 31,
2012. The eligibility status is thus a proxy for being ‘‘treated’’ with
the SME-SF. First, we notice that this is the best we can do, as banks
do not report treatment status of each credit relationship. Moreover,
as long as the correlation between this proxy of treatment assignment
and actual treatment assignment is positive and large enough, the effect
of mismeasurement will be the attenuation of our estimates. As credit
utilization is sticky, and we estimate that lowering capital requirements
lowers the cost of treated credit relationships, the above assumption is
the most credible.21

19 For example, if a bank grants a e5 million loan and the firm posts
residential real estate collateral covering e4.2 million, the risk weight discount

ould apply because the exposure net of the collateral is below the threshold.
20 This criterion is only one of the three that the European Commission

ollows to define an SME in other contexts; the other two are that an SME must
mploy less than 250 employees and hold less than e43 million in assets (see
he EU recommendation 2003/361 by the European Commission, available at
ttps://eur-lex.Europa.eu/legal-content/EN/TXT/?uri=CELEX:32003H0361).
21 Intuitively, if lowering capital requirements leads to a decrease in rates
nd our proxy of treatment is extremely bad, we could estimate a significant
ncrease in the cost of credit for what we consider eligible relationships. For
n extreme example of how this could happen, we can think of the case in
hich all observations below the threshold at the end of December 2013 are
5

We take a number of steps to limit the scope of the mismeasure-
ent concern. First of all, we rely on the fact that, according to the

egulation, each bank has to verify the eligibility status of its borrowers
nd report the amount of SME-SF eligible loans to the supervisors on a
uarterly basis.22 This implies that at the end of the first quarter of 2014
anks without policies to track SME-SF eligibility can be distinguished
rom banks with such policies. Using this information, we drop banks
hat do not report any SME-SF exposures.

On the firm side, we drop relationships involving firms whose SME
tatus appears uncertain — which is, firms with either low revenues
ut assigned to the size-class ‘‘large’’ or vice-versa; firms assigned to the
ize-class ‘‘large’’ which report assets below the e43 million threshold
mployed by the EU to define non-SME firms; SMEs that appear to
old a very large number of relationships (more than 11, the last
ercentile of the number of relationships’ distribution).23 Furthermore,
e restrict our attention to good-standing relationships, as the SME-
F only applies to performing borrowers. We also drop collateralized
elationships because we cannot distinguish between residential and
ommercial real estate collateral.24 Finally, we exclude firms with
eeply negative (<−20%) or extremely large EBITDA (>200%) or with

extremely high (>200%) or negative leverage. Indeed, extremely high
EBITDA may imply deficient assets, while negative leverage indicates
extremely negative equity (as we define leverage as debt over debt plus
equity). Such firms are likely to either have misreported balance sheet
figures – thus, we cannot be sure about their SME status – or are close
to default and would add noise to the treatment assignment. Again,
banks cannot apply the capital requirement discount to nonperforming
borrowers.

3.2. Explanatory variables

Our dataset includes information on relationships, borrowers, and
banks’ characteristics that could influence loan interest rates. We use
these variables for three purposes. The first is to verify that there are
no discontinuous changes in observable characteristics at the SME-SF
eligibility threshold; the second, which we discuss in the Appendix, is
to increase the precision of our estimate of the impact of the SME-
SF (Angrist and Rokkanen, 2015). Finally, we employ some of these
variables to explore the heterogeneity in the SME-SF pass-through
across firms or banks.

The first set of variables captures the nature of the relationship
between the firm and the bank. It includes the lagged ratio of credit
disbursed by bank 𝑏 to firm 𝑓 to total credit utilized by firm 𝑓 , which
roxies for the importance of the 𝑏𝑓 relationship to 𝑓 ; the lagged
atio of loans utilized to loans granted for each 𝑏𝑓 relationship, which
roxies for the amount of slack that 𝑓 has in the relationship with 𝑏;
he lagged ratio of revolving credit granted to total credit granted on
ach 𝑏𝑓 relationship, which captures the intensity of the relationship,

not assigned to the SME-SF and vice-versa. As we estimate a significant drop in
rates, we find at worst a lower bound for the actual effect on rates of lowering
capital requirements. There is comparatively little work on measurement error
in RDD settings when no additional information regarding treatment status is
present. One recent paper systematically addressing the topic is Indarte (2023),
to which we refer for a deeper discussion.

22 The more detailed account we could find about the assessment of eligibil-
ity is in the answer to question 2013_417, submitted by an undisclosed bank to
the EBA, available at https://eba.Europa.eu/single-rule-book-qa/-/qna/view/
publicId/2013_417. The EBA indicates that the requirement must be fulfilled
on an ongoing basis, though, the reporting constraint implies that banks must
‘‘report to competent authorities every three months their total SME exposures,
on the basis of adequate current information’’.

23 For example, these may be branches of larger firms and conduits for their
parent companies’ credit access.

24 The selection concerns due to this restriction are limited as we focus on
revolving loans, which are usually not collateralized.

https://eur-lex.Europa.eu/legal-content/EN/TXT/?uri=CELEX:32003H0361
https://eba.Europa.eu/single-rule-book-qa/-/qna/view/publicId/2013_417
https://eba.Europa.eu/single-rule-book-qa/-/qna/view/publicId/2013_417
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as revolving credit lines generate soft information on the firm (Berlin
and Mester, 1999).

Moreover, we include a proxy for the distance between the bank
and the firm, using a dummy indicating whether the firm and bank
locate their headquarters in the same province. The literature finds
that proximity captures the availability of soft information about the
firm, which lowers screening and monitoring costs for the bank.25 We
lso include the duration of the relationship, a standard proxy for
elationship intensity; duration is the number of years we observe the
ank-firm pair, and it is truncated at a maximum value of nine because
he reports from which we extract our dataset start in 2005.

We collect variables related to credit risk and other firm charac-
eristics, including profitability, leverage, and liquidity, which banks
onsider when setting interest rates. We measure profitability as gross
perating profits, scaled by total assets (EBITDA Ratio); liquidity as
iquid assets scaled by total assets; leverage as the ratio of debt to the
um of debt and equity. Furthermore, to capture credit risk we include a
core based on the methodology proposed by Altman (1968), computed
y Cerved. The score takes values from one to nine, increasing in credit
isk. In particular, we focus on a dummy identifying firms with scores
bove six, considered risky in the Cerved methodology. To proxy for in-
ustry and region-specific characteristics, we include industry dummies
ased on the two-digit Statistical Classification of Economic Activities
dopted by the EU,26 and region dummy variables for the location of
he firm’s headquarters (North West, North East, Center and South).
inally, we track whether firms own only one credit relationship in
ood standing or many, to identify captive customers.

Finally, we collect data on banks’ characteristics that are likely to
nfluence the cost of loans, particularly funding and capitalization. We
onstruct the following bank variables: the Tier 1 capital ratio, the
atio of liquid assets to total assets, the fraction of assets financed
ith retail sources, and the fraction of assets financed with wholesale

ources, excluding central bank funding. We also include the log of total
ssets to control for bank size. We use data from the capital section of
upervisory reports to compute the difference between banks’ transitory
ET1 ratios (as of March 2014) and the fully phased-in ones. This
easure, whose legal details we explained in Section 2.2, will be key

n studying bank-level heterogeneity in the impact of the risk-weight
iscount.

.3. Data description

Matching firms from Cerved and loan data from the Credit Register
ields approximately 515,000 bank-firms pairs for 2014, of which
36,500 have information on interest rates. Among these, 230,000 are
ligible relationships of eligible firms (most Italian firms are SMEs);
pproximately 6500 observations are instead non-eligible relationships
f eligible firms. We also keep data on non-eligible firms to run placebo
egressions.

In Fig. 2(a), we show the scatter plot of observations around the
wo SME-SF assignment thresholds (firms turnover and exposure). The
lots show that, although significantly fewer observations refer to large
irms with large amounts of disbursed credit (the fourth quadrant in
ig. 1), observations’ density decreases continuously with size. There
re no evident ‘‘holes’’ in our coverage of the treatment space.

We report descriptive statistics regarding SMEs’ credit and bal-
nce sheet characteristics in Table 1, after the SME-SF implementation
2014, left panel) and before (2013, right panel, a placebo sample). The

25 For example Degryse and Ongena (2005) and more recently Agarwal and
auswald (2010) all find that distance is an important factor in determining
redit conditions faced by firms.
26 See the EuroStat glossary available at https://ec.Europa.eu/Eurostat/
tatistics-explained/index.php/Glossary:Statistical_classification_of_economic_
6

ctivities_in_the_European_Community_(NACE) for details.
information on the changes in interest rates refers to average spreads
against the quarterly inter-bank rate year-on-year. At the same time,
we measure the control variables as of the end of 2013 for the SME-
SF implementation sample, and as of the end of 2012 for the placebo
sample.

Descriptive statistics for the bank characteristics show that, on
average, banks’ balance sheets became stronger over time as Liquidity
and the CET1 ratio increased, while Retail Funding stayed constant.
Although interest rates increased more in 2014 than in 2013, relation-
ship data suggest that only in 2014 the cost of credit increased less
on eligible than on non-eligible relationships.27 All firm characteristics
stayed similar in the two periods for both firms with and without
eligible credit relationships.

Interestingly, the cost of non-eligible lines increased by 11 basis
points more than that of the eligible lines in 2014. In 2013 the rate
on non-eligible lines increased by 7 basis points less than on eligible
lines. We can derive a rough approximation of the impact of the SME-
SF, which turns out to be a reduction of around 18 basis points for
treated credit lines, quite close to the result we obtain in Section 5.
Nevertheless, estimating the effect by regression discontinuity is cru-
cial, as the result of this back-of-the-envelope calculation may well
reflect differences between large and small lines that are unrelated to
the SME-SF.

For example, we can observe that eligible relationships are younger,
have a higher share of revolving loans, and have a lower drawn-
to-granted ratio. Such heterogeneity may confound our pass-through
estimates if not dealt with appropriately. In the next Section, we
describe our approach to estimating the causal effects of the SME-SF
based on RDD, and discuss evidence supporting its validity.

4. Empirical strategy

The ideal experiment to elicit the effect of the SME-SF on the
cost of credit would consist of the random assignment of the risk-
weight discount to credit relationships of a set of identical firms 𝑓
borrowing from identical banks 𝑏. The difference in the cost of credit
between treated and untreated relationships would measure the effect
of the SME-SF.28 The design of the SME-SF allows us to approximate
this ideal, as we can exploit it for an RDD. The RDD controls for
demand confounders affecting different relationships of the same firm
and supply confounders affecting different relationships by the same
bank. This approach improves on including firm and bank fixed ef-
fects and considering all relationships irrespective of their size.29 For
example, the flexibility of the RDD approach allows us to directly
address the identification concerns grounded in the firm and bank-level
heterogeneity highlighted in Paravisini et al. (2023).

Consider a set of banks 𝑏 = 1,… , 𝐵 who lend to firms 𝑓 = 1,… , 𝐹 ;
ach firm 𝑓 can borrow from different banks. There are two periods,
efore and after the introduction of the SME-SF. For each bank-firm
elationship, the bank pricing function is:

𝑏𝑓𝑡 = 𝑓
(

𝑀𝑏𝑓 , 𝐷𝑏𝑓𝑡, 𝑆𝑏𝑓𝑡, 𝑅𝑏𝑓𝑡

)

(1)

here 𝑀𝑏𝑓 represents all the determinants of the cost of credit that
re constant over time and specific to the relationship. 𝐷𝑏𝑓𝑡 collects
ime-varying credit demand confounders, possibly impacting relation-
hips differently (thus 𝑏𝑓𝑡); 𝑆𝑏𝑓𝑡 denotes time-varying credit supply

27 The quarterly inter-bank rate sharply decreased at the end of 2014, which
explains the especially large difference in the change in spreads. This change
does not affect any result, as it gets differenced out in any comparison we
perform.

28 The treatment is the SME-SF; treated observations are credit relationships
eligible to the SME-SF policy, and vice-versa for the non-treated.

29 Many papers in empirical banking use firm fixed effects for identification.
A seminal work is Khwaja and Mian (2008); other studies are Jiménez et al.

(2012), Schnabl (2012), Jiménez et al. (2014) and Jiménez et al. (2017).

https://ec.Europa.eu/Eurostat/statistics-explained/index.php/Glossary:Statistical_classification_of_economic_activities_in_the_European_Community_(NACE
https://ec.Europa.eu/Eurostat/statistics-explained/index.php/Glossary:Statistical_classification_of_economic_activities_in_the_European_Community_(NACE
https://ec.Europa.eu/Eurostat/statistics-explained/index.php/Glossary:Statistical_classification_of_economic_activities_in_the_European_Community_(NACE
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Fig. 1. SME-SF discount assignment.
Note: The figure presents the assignment space defined by the SME-SF eligibility rules.
Fig. 2. Observations in the treatment space.
Note: The figures present the distribution of bank-firm relationships over the treatment space.
confounders. Finally, 𝑅𝑏𝑓𝑡 is the regulatory capital charge, i.e., the
amount of regulatory capital the bank 𝑏 has to set aside at time 𝑡 on
a loan granted to firm 𝑓 .

Suppose we try to estimate the effect of a change in 𝑅𝑏𝑓𝑡 on the
cost of credit by the following linear regression, specified in changes to
mute variation due to unobservable, static components:

𝛥𝑖𝑏𝑓 = 𝛼 + 𝛽𝑅𝑏𝑓 + 𝜖𝑏𝑓 (2)

where the effect of the SME-SF would be captured by the coefficient 𝛽
of a dummy 𝑅𝑏𝑓 equal to 1 if the risk weight applied to the loan to firm
𝑓 by bank 𝑏 at time 𝑡 = 𝑝𝑜𝑠𝑡 benefits from the SME-SF (the relationship
𝑏𝑓 is treated), 0 otherwise (the relationship 𝑏𝑓 is not treated) and
𝜖𝑏𝑓 is the residual term. From Eq. (1), assuming linear separability
in error components, we see that 𝜖𝑏𝑓 includes three elements: 𝜖𝑏𝑓 =
𝐷∗

𝑏𝑓 + 𝑆∗
𝑏𝑓 + 𝑒𝑏𝑓 , where 𝑒𝑏𝑓 is the true idiosyncratic error component.

The presence of demand and supply factors in the residual may
cause bias for different reasons. First, it may be that cov

(

𝑆∗
𝑏𝑓 , 𝑅𝑏𝑓

)

≠ 0
as, for example, eligible relationships tend to involve small banks.
Since small banks typically do not employ internal risk weighting
models (Behn et al., 2016), they are more affected by the Basel III
reform, and their customers should experience a larger increase in
interest rates, perhaps offsetting the benefit from the SME-SF. Conse-
quently, 𝛽 would be biased downwards by the non-random matching
between firms and banks. Moreover, it is likely that cov

(

𝐷∗ , 𝑅
)

≠

7

𝑏𝑓 𝑏𝑓
0. A firm that borrowed more than 1.5 million before the SME-SF
implementation is likely to experience a higher demand for credit
than a similar firm that did not. If demand shocks are positively
correlated over time, a higher incidence of interest rate increases for
firms with non-eligible credit lines will bias upwards 𝛽. Finally, even if
we focused on firms with multiple relationships, we would include very
heterogeneous observations (some very small, some large loans) in the
comparison. Banks might be pricing large loans differently, and firms
might withdraw more credit from ‘‘preferred’’ relationships in case of
demand shocks, while holding some backup credit lines (Detragiache
et al., 2000; Sette and Gobbi, 2015).

The RDD overcomes the issue of comparability because it is a local
approach. It exploits an arbitrary threshold on a continuous variable
that defines the treatment status. Suppose that bank-level and firm-level
confounding factors do not vary discontinuously around the threshold.
In that case, we can use the untreated relationships close to the thresh-
old as counterfactual for the treated relationships close to threshold and
attribute any discontinuous change in the cost of credit to the SME-SF.

As stated in Section 3, eligibility to the SME-SF is based on a bi-
dimensional assignment rule (see Fig. 1) that takes into account firm’s
gross sales (turnover) and the credit drawn by the firm from the bank.
The turnover threshold is part of the criteria that define an SMEs as per
EU law. We thus cannot use it for identification, as other confounding
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Table 1
Descriptives.

2014 2013

Mean Std Dev. Count Mean Std Dev. Count

Non-Eligible Credit Relationships
𝛥𝑖𝑏𝑓 37.02 200.76 6510 −3.293 221.18 8901
Drawn 3069.94 3697.87 6510 3032.69 3674.05 8901
Granted 3931.78 4479.97 6510 3510.72 4204.72 8901
Drawn/Granted 81.151 17.695 6509 82.428 17.489 8615
Revolving F. 17.9 28.8 6509 17.2 28.3 8615
Age Rel. 7.202 2.534 6510 6.369 2.352 8901

Firms With Only Non-Eligible Relationships
Sales 3809.64 7917.63 6985 3860.6 7925.29 8656
Leverage 73.206 31.670 6983 72.797 32.01 8653
EBITDA 3.413 6.575 6985 3.489 6.356 8656
Risk Score 5.498 1.673 6587 5.467 1.686 8190
N. Relations 1.900 1.383 6985 1.895 1.351 8656

Eligible Credit Relationships
𝛥𝑖𝑏𝑓 26.22 180.12 229,871 4.61 186.6 252,586
Drawn 216.65 253.12 229,871 226.9 261.2 252,586
Granted 390.66 473.64 229,871 386.7 506.96 252,586
Drawn/Granted 58.795 32.045 229,667 59.709 32.101 252,586
Revolving F. 32.3 33.3 229,667 0.322 0.333 252,586
Age Rel. 5.432 3.123 229,871 4.988 2.759 252,586

Firms With At Least One Eligible Relationship
Sales 2710.57 5143.67 170,283 2688.78 5089.24 185,697
Leverage 57.721 33.937 170,230 58.676 34.126 185,639
EBITDA 6.795 8.993 170,278 6.547 9.085 185,697
Risk Score 5.192 1.734 162,704 5.265 1.732 177,944
N. Relations 2.666 1.723 170,283 2.680 1.727 185,697

Banks
CET1 Ratio 12 3.6 90 11.7 3.5 94
Retail Funding Ratio 62.2 15.6 90 62.2 16.3 94
Liquidity Ratio 20.8 8.6 90 16.1 7.4 94
Basel III CET1 Gap 0.1 1.4 61

Note: A ‘‘relationship’’ is a bank-firm pair, reporting the total exposure firm 𝑓 has toward bank 𝑏. The loan-level data comprise all performing
loans from Italian banks in good standing (for which we have complete balance sheet information), to Italian firms with available CERVED
balance sheet data. The first three columns of the Table report information on mean, dispersion and count for the year 2014, and we measure
all variables as of the end of year 2013, except for the change in the interest rate, which averages 2014 quarterly changes. The second three
columns of the table report information on mean, dispersion and count for the year 2013, and we measure all variables as of the end of year
2012, except for the change in the interest rate, which averages 2013 quarterly changes. 𝛥𝑖𝑏𝑓 measures the changes in yearly revolving rates in
basis points; we report all ratios in percentage points. The CET1 gap variable is the difference between the transitory and full-Basel III-phase-in
CET1 ratios. We only report information for the sub-sample of observations for which we can observe interest rates.
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actors vary discontinuously at this threshold. Instead, we focus on
MEs (i.e., firms below such turnover threshold) and implement an
DD around the e1.5 million threshold.

Conditional on meeting the turnover eligibility criterion, the treat-
ent probability changes sharply at the threshold:

𝑏𝑓 = drawn credit

ligibility𝑏𝑓 = 𝑅𝑏𝑓 =

{

1 if 𝑥2013𝑏𝑓 ≤ �̄� = Euro 1.5 million
0 otherwise

he change from 1 to 0 of the treatment probability defines a sharp
DD. The resulting equation is:

𝑖𝑏𝑓 = 𝑎 + 𝜙(|𝑥2013𝑏𝑓 − �̄�|) + 𝛽𝑅𝑏𝑓 + 𝜈𝑏𝑓
stimated on 𝑏𝑓 ∶ 𝑥𝑏𝑓 ∈ [�̄� − ℎ−, �̄� + ℎ+]

(3)

here ℎ−, ℎ+ delimit the bandwidth of choice; 𝑎 is a common intercept;
(.) summarizes smooth polynomial components in the distance from

he threshold; 𝛽 is the parameter of interest, measuring the effect of the
reatment; 𝜈𝑏𝑓 is a stochastic error component.

To estimate 𝛽 in Eq. (3), we follow Calonico et al. (2014, 2017)
nd compute (𝛽, �̂�, ℎ+∕−) minimizing the mean square error of a local
olynomial regression. We choose a flexible bandwidth, different on the
wo sides of the threshold, to account for how observations’ density
ecreases with loan size. Automating the bandwidth choice reduces
8

ur degrees of freedom, while Calonico et al. (2017)’s routine ensures
hat we correct our estimates for the bias introduced by bandwidth
election.30

.1. Validity of the RDD design

The validity of RDD depends on the relatively weak assumptions
f continuity of all possible confounders at the assignment threshold
nd of no perfect manipulation of the assignment variable by treatment
akers.31 Given the richness of our data, we can take several steps to
how that concerns about the RDD validity are reasonably limited.
e provide two types of evidence to support our assumptions. The

irst is the direct evidence of the lack of assignment variable ma-
ipulation (McCrary, 2008); the second is the evidence of continuity
f relevant exogenous variables at the threshold (see, e.g. Lee and
emieux, 2010). Any evidence of manipulation or discontinuity in
ovariates would raise the concern of sorting around the threshold,
nvalidating the design.
Manipulation: If the subjects under study knew of the treatment be-

ore its introduction and could perfectly manipulate drawn credit, they
ould sort on their preferred side of the threshold. Then, sorting could

30 In the Appendix, we provide details on the estimation procedure (Section
A.1) and show how our choice is conservative, and our results do not depend
on it (Section A.2).

31 Manipulation of the assignment variable would imply that manipulators
are on one side of the threshold, violating the continuity assumption. For

technical details, see Hahn et al. (2001).
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correlate with unobservables, and these may vary discontinuously at
the threshold confounding the policy’s effect.

In principle, one could argue that more informed firms anticipated
the policy and adjusted their credit demand to stay below the eligibility
threshold and benefit from the capital charge discount. If these firms
were better managed – they were promptly aware of relevant policy
changes – they would also be plausibly able to negotiate lower interest
rates for reasons other than the SME-SF. Alternatively, banks that faced
a capital shortage might inform their corporate borrowers of the SME-
SF, encouraging them to lower their exposure to bring it below 1.5
million.

A first counterargument is that, in practice, the demand for credit
of firms is subject to unforeseen shocks that can move marginal credit
relationships from one side to the other of the SME-SF eligibility
threshold. Exposure (drawn credit) defines eligibility, and the notion of
exposure includes contingent liabilities such as guarantees and letters of
credit provided by banks. Evidence that firms hold significant amounts
of unused credit lines to meet unexpected needs supports the idea that
the demand for cash is, to some extent, unpredictable. Indeed, our
sample’s average ratio of credit disbursed to credit granted is about
60 percent. Perfect manipulation would be difficult and costly. For
example, a machine that breaks and needs repairs causes a lumpy need
for cash. If the firm must cover the expense with debt, it may not
always be able to cut its overall credit demand by the amount that
keeps its credit relationship SME-SF compliant. Doing so may imply
not executing the repair and delaying production.

A second counterargument is that, even if firms could manage their
exposure precisely at all times, perfect manipulation would require ex-
ante knowledge of the exact eligibility threshold. We note that before
the approval of the SME-SF, there was considerable uncertainty about
the eligibility rules. Although the discussion on the SME-SF began in
2012, regulators initially considered ‘‘a reduction by one third of the
risk weight for the retail exposure class and an increase of the threshold
for retail from e1 million to e5 million for SMEs’’ (EBA, 2016). The
1.5 million exposure threshold appeared in the final draft, approved on
the 26th of June, 2013,32 but banks were uncertain about the criteria
they had to follow until 2014.33 We can thus conclude that banks
were unlikely to be ready to identify eligible exposures early enough
to incentivize many marginally ineligible customers to reduce their
exposure below the threshold before the change becoming effective.

We test for manipulation following McCrary (2008) to support our
case. When the incentive to manipulate goes in one clear direction, a
discontinuity in the density of observations around the threshold should
be visible. If firms prefer to be eligible and there are enough informed
firms, we should observe significantly fewer marginally non-eligible
relationships than the marginal eligible ones. A simple density test can
highlight a statistically significant drop in the density just above the
SME-SF threshold.

32 The SME-SF timeline is: The first official record in a ‘‘proposal for a
egulation of the European Parliament and of the Council on prudential
equirements for credit institutions’’ dated 12th of June 2012, in which a 2 mil-
ion limit was discussed (at http://www.Europarl.Europa.eu/sides/getDoc.do?
ype=REPORT&reference=A7-2012-0171&language=EN#title1); the proposal
as assessed by the EBA in September 2012 (EBA, 2012), which focused on the
ossibility of increasing the retail threshold to e2 million for banks calculating

their capital requirement with the Standard Approach, and to e5 million for
banks calculating their capital requirement with the Internal Ratings Based
Approach; the Commission proposal was then brought to final debate in the
European institutions during spring 2013; the reform was finally approved in
June 2013.

33 As in Section 3, we refer to the EBA Q&A, which included questions
submitted until the 27th of November 2013, and to which answers were
provided well into the 2nd quarter of 2014 (see the EBA’s Q&A at https://
eba.Europa.eu/single-rule-book-qa/-/qna/view/publicId/2013_565 and https:
//eba.Europa.eu/single-rule-book-qa/-/qna/view/publicId/2013_417).
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We run the test on the drawn credit outstanding density for Decem-
ber 2012, 2013, and 2014. Hence, we search for potential manipulation
from the time of the first public mentions of the SME-SF until its
implementation immediate aftermath. Checking for the aftermath of the
policy implementation is important, as borrowers capable of reducing
ex post their credit take up to reap the SME-SF benefit would be of
arguably greater quality, biasing the treatment effect estimate upwards.
The test does not detect any statistically significant discontinuity in
the density of observations at the threshold, as shown in the different
panels of Fig. 3 and by test statistics reported in Table 2.

Such lack of manipulation is not surprising in light of the empirical
findings we present in the next Sections. Our estimates suggest that
with an average of 26 basis points drop in the cost of credit (see Table 3,
Section 5), the saving on a credit line manipulated to fall below the
e1,5 million threshold would stand around e3900 a year.34 Even a firm
at the top of the effects’ distribution, say with a previous EBITDA over
asset ratio a standard deviation above average and dealing with a bank
with a high shadow cost of regulatory capital (see Table 4, Section 5,
implying a 40 basis points discount for such a relationship), would get
a mere e6000 discount on the yearly cost of revolving credit.

We can see that such a number is small by computing the average
yearly cost of credit for firms with at least one revolving credit line
with drawn credit between the SME-SF threshold and e1.6 million as
of December 2013. For Italian standards, these are medium-sized firms
with multiple credit lines, and their total credit drawn at the firm level
is approximately e6 million. The average yearly revolving rate for such
firms is 8%, and thus the annual average cost of revolving lines hovers
around e500 thousand. Even in the best-case scenario, a manipulating
firm would only save 1.2% of its average yearly cost for revolving lines.
Therefore, we are not surprised by the lack of manipulation in the year
immediately after the SME-SF implementation.

Discontinuity of covariates: Even in the absence of evidence of
manipulation, it could be possible that relationships, firms, or banks
with specific characteristics are more likely to appear on one side of the
threshold than the other. We estimate a version of Eq. (3), replacing
the dependent variable with each of the relationship, firm, or bank
variables described in Section 3, to dispel this doubt. In Fig. 4, we plot
the discontinuity estimates (black diamonds) and confidence intervals
(gray shaded areas) for linear RD specifications targeting different
bank, firm, and relationship-level characteristics.35 The results do not
support the existence of discontinuities at the SME-SF threshold for any
of the variables considered.

5. Results

We inspect the behavior of interest rate changes around the SME-
SF eligibility threshold. To do so, we show in Fig. 5 fit and confidence
intervals from local kernel regressions of changes in interest rates on
past credit utilization at the relationship-level, in a neighborhood of
the SME-SF threshold.36

The plots show that in 2014 interest rates increased on average,
most likely because the implementation of Basel III increased the
overall cost of credit. More importantly, only in 2014 and for the SMEs
sample is there evidence of a discontinuity in the interest rate changes
at the policy threshold. In 2014, the cost of credit appears to grow

34 This number equals the delta rates we estimate times a e1,49 million
credit line utilization.

35 We report point estimates in Table A1, including results from a simple
comparison of means and a second-degree polynomial, showing that continuity
is specification-robust.

36 We select such a neighborhood employing the mean square error mini-
mization method studied in Calonico et al. (2014). We perform the necessary
computations in Stata, employing the most recent update of the rdrobust
package. We constrain the width of the eligible and non-eligible intervals to

be equal for the clarity of the graphical presentation.

http://www.Europarl.Europa.eu/sides/getDoc.do?type=REPORT&reference=A7-2012-0171&language=EN#title1
http://www.Europarl.Europa.eu/sides/getDoc.do?type=REPORT&reference=A7-2012-0171&language=EN#title1
https://eba.Europa.eu/single-rule-book-qa/-/qna/view/publicId/2013_565
https://eba.Europa.eu/single-rule-book-qa/-/qna/view/publicId/2013_565
https://eba.Europa.eu/single-rule-book-qa/-/qna/view/publicId/2013_417
https://eba.Europa.eu/single-rule-book-qa/-/qna/view/publicId/2013_417
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Table 2
McCrary’s density test for outstanding exposure.

SME end of 2014 SME 2014 Non-SME 2014 SME 2013

Observations (l - r) 822–492 746–463 42–74 689–595
Optimal Bandwidths 98.25–58.57 90.921–58.42 34.06–34.34 69.24–56.26

𝑡-Statistics −0.051 0.708 1.49 0.82
p-Values 0.959 0.479 0.136 0.411

Note: The Table presents the 𝑡-statistics and p-values of the McCrary’s density test. We report in the first row the number of
observations we consider for density estimation at the left and right of the cutoff. In all cases, the null hypothesis is that
there is no discontinuity in the density. We optimally select bandwidths minimizing the MSE of the density estimates, and
do so independently on the two sides of the threshold. We report bandwidth limits in thousand of Euros.
Fig. 3. Tests for the discontinuity in observation density.
Note: The Figures present the graphical outputs of testing for discontinuity in the density of observations on the left and the right of the cutoff. The error bars plot the 95 percent
confidence interval around the density point estimates. The first panel (top-left) reports the test for SMEs, using credit drawn at the end of 2013 as a running variable; the second
(top-right) reports the test for SMEs, using credit drawn at the end of 2012 as a running variable; the third (bottom-left) reports the test for SMEs, using credit drawn at the end
of 2014 as a running variable; the fourth (bottom-right) reports the test for Non-SMEs, using credit drawn at the end of 2013 as a running variable.
more for relationship not eligible to the SME-SF than for their eligible
counterparts. Local kernel regressions on 2013 data, or at placebo
thresholds inspected at the same time as the SME-SF implementation,
or for non-SME, do not show comparable and statistically significant
‘‘jumps’’ in rates.

This evidence suggests that the policy change had an effect. Still,
to get a precise idea of the significance and magnitude of the effect
we need to correct our discontinuity estimates and confidence intervals
for bandwidth selection bias (Calonico et al., 2014). We display results
in the first row of Table 3, using a simple comparison of means
(degree 0 polynomial), local linear, and quadratic polynomials.37 Our
estimates show a sharp difference in the change in interest rates be-
tween eligible and non-eligible relationships for SMEs. The magnitude

37 For arguments in favor of focusing on the results of low degree (first and
second) local polynomial specifications, see Andrew and Imbens (2017).
10
of the difference is between 20 and 27 basis points and is statistically
significant.38

Placebos. Thanks to the rich SME-SF’ treatment space, we can check
whether we detect any threshold effect where we expect none. The
first placebo addresses the possibility that other policies already in
place may be affecting relationships below and above the threshold
of the SME-SF differently. Several policy interventions have supported
access to credit for Italian SMEs. There are two main programs for
this purpose, the Nuovo Plafond PMI Investimenti and the Fondo Centrale

38 In the first subsection of Appendix A.2, Tables A2 and A4, we show
respectively that (i) the inclusion of covariates does not affect our result, as
expected given the continuity shown in Fig. 4 and Table A1, and (ii) the
result is preserved and larger in magnitude for very small and hand-picked
bandwidths.
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Table 3
Dependent variable interest rate change in bp; Method simple RD.

RD, Pol(0) RD, Pol(1) RD, Pol(2)

𝛽 2014 −19.785∗∗∗ −25.949∗∗∗ −26.991∗∗∗

(6.458) (8.202) (10.138)

Obs. (left; right) 4816; 3181 9450; 5675 17,948; 6232
MSE-Optimal Bdw. 447.62–695.61 659.72–2811.44 981.32–5649.42

𝛽 2013 0.812 1.595 1.599
(5.2) (6.602) (7.959)

Obs. (left; right) 10,326; 5021 24,511; 7469 37,293; 8204
MSE-Optimal Bdw. 618.58–967.23 930.34–2883.47 1063.78–5551.15

𝛽 2014 (Non-SME) −6.87 −6.562 1.204
(16.642) (20.285) (29.56)

Obs. (left; right) 328; 2774 701; 3825 686; 4126
MSE-Optimal Bdw. 237.15–3657.1 496.66–10,802.43 487.75–20,095.03

Note: This Table presents the results of discontinuity tests run via local estimation of 𝛽 in Eq. (3): 𝛥𝑖𝑏𝑓 = 𝛼+𝛽𝑅𝑏𝑓+𝜙(|𝑥2013𝑏𝑓 − �̄�|)+
𝜈𝑏𝑓 , where 𝛥𝑖 is the interest rate change in basis points, 𝑥𝑏𝑓 the past drawn credit, �̄� the 𝑒 1.5 million threshold, 𝜙 the 𝑥𝑏𝑓
polynomial independently estimated on the two sides of the threshold, and the null hypothesis of each test is 𝛽 = 0. The
different columns report increasing polynomial specifications. We obtain estimates for the SMEs 2014 sample, for the SMEs
2013 and non-SMEs 2014 placebo samples. Estimates reported employ triangular kernel weights, with robust standard errors
displayed in parentheses. We report observations left and right of the cutoff and the corresponding optimal bandwidths (in
thousands of Euros)below each estimates’ block.
Fig. 4. SME-SF discount assignment.
Note: The Figure reports the point estimates (black diamonds) and confidence interval (gray shaded areas) for discontinuities in relationship, firm and bank-level characteristics.
We estimate the following specification covariate𝑏𝑓2013 = 𝑏0 + 𝑏1𝑅𝑏𝑓 + 𝜙(|𝑥2013𝑏𝑓 − �̄�|) + 𝑒𝑏𝑓 within optimally chosen bandwidths, with a triangular kernel. Here 𝑥𝑏𝑓 is drawn credit, �̄�
he e1.5 million threshold, 𝜙 the linear 𝑥𝑏𝑓 polynomial independently estimated on the two sides of the threshold, and 𝑏1 the parameter of interest we estimate and plot. Below
he graph, under the label ‘‘Variable’’, each line marks which variable we test for discontinuity. A black dot to the right of the corresponding line marks that the above estimate
nd confidence interval concern that specific covariate.
i Garanzia. None of such programs, to the best of our knowledge,
mpinges on the same exposure threshold as the SME-SF.39

As both programs were already active as of December 2013, we
heck that no other discontinuity at the SME-SF threshold was present
or 𝛥𝑖𝑏𝑓 in 2012–2013 by repeating the estimation of Eq. (3) on the

39 We refer to Infelise (2014) for details on such programs.
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pre-treatment period. In the second line of Table 3, we see that none
of the specifications exhibit a statistically significant discontinuity.

The second placebo addresses the concern that there could be some
alternative driver of our result concerning small credit relationships. It
is unlikely for these relationships to be cheaper or subject to a smaller
price increase, as the incidence of fixed costs is greater for smaller
loans. Yet we may entertain the possibility that capital-constrained
banks see them as less capital-consuming, regardless of the SME-SF.
If enough banks treat the e1.5 million in terms of past exposure as a
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Table 4
The role of bank capital and credit scarcity.

Dep. Variable: Rates Change, bps Granted, Log Change

(1) (2) (3) (4) (5) (6) (7) (8)

Drawn/
Granted
panel

SME-SF −20.91∗∗∗ −18.92∗∗ −29.06∗∗∗ −27.81∗∗∗ .0015 .0022 .0145 .0168
(−3.10) (−2.66) (−3.87) (−3.46) (0.15) (0.21) (1.05) (1.12)

Basel III gap −20.6∗∗∗ −20.62∗∗∗ −.0088∗∗∗ −.0087∗∗∗

(−5.40) (−5.43) (−3.15) (−3.09)

Basel III gap * SF −5.601∗∗∗ −5.646∗∗∗ −.0014 −.0016
(−3.24) (−3.24) (−0.44) (−0.53)

Drawn/Granted 8.154 8.946 .0215∗∗ .0231∗∗

(1.17) (1.23) (2.28) (2.35)

Drawn/Granted * SF 11.73∗∗ 12.76∗∗ −.0179∗∗ −.02∗∗

(2.14) (2.41) (−2.09) (−2.22)

Relationships
panel

SME-SF -20.92∗∗∗ -18.93∗∗ −.8016 .9183 .0015 .0022 −.0391∗∗ −.0472∗∗

(−3.10) (−2.66) (−0.06) (0.07) (0.15) (0.21) (−2.24) (−2.57)

Basel III gap −20.68∗∗∗ −.0087∗∗∗

(−5.40) (−3.11)

Basel III gap * SF −5.434∗∗∗ −.0018
(−3.19) (−0.59)

Multi Rel. 3.807 2.824 −.0089 −.01
(0.39) (0.24) (−0.91) (−0.97)

Multi Rel. * SF −21.16∗∗ −20.84∗ .0443∗∗∗ .0537∗∗∗

(−2.09) (−1.75) (3.29) (3.90)

EBITDA
panel

SME-SF -20.91∗∗∗ -18.92∗∗ −23.41∗∗∗ −21.69∗∗∗ .0015 .0022 .0024 .0036
(−3.10) (−2.66) (−3.53) (−3.05) (0.15) (0.21) (0.24) (0.34)

Basel III gap −20.39∗∗∗ −.0089∗∗∗

(−5.38) (−3.19)

Basel III gap * SF −5.905∗∗∗ −0011
(−3.37) (−0.37)

EBITDA −3.55 −3.488 .0221∗∗∗ .0216∗∗∗

(−1.11) (−1.08) (3.42) (3.26)

EBITDA * SF −9.819∗∗ −10.98∗∗ .0049 .0078
(−2.24) (−2.49) (0.88) (1.41)

Risk panel

SME-SF -20.92∗∗∗ -18.93∗∗ −25.97∗∗∗ −24.73∗∗∗ .0015 .0022 .0162 .0185
(−3.10) (−2.66) (−3.88) (−3.49) (0.15) (0.21) (1.46) (1.55)

Basel III gap −20.54∗∗∗ −.009∗∗∗

(−5.40) (−3.27)

Basel III gap * SF −5.886∗∗∗ −1.8e−04
(−3.30) (−0.06)

Log risk score 17.63 18.95 .0041 .0047
(1.58) (1.61) (0.34) (0.37)

High risk * SF 12.51∗∗∗ 14.51∗∗∗ −.0426∗∗∗ −.0477∗∗∗

(4.72) (5.46) (−4.83) (−5.10)

Linear ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Rel., Firm, Bank controls ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Observations 14,644 13,817 14,644 13,817 18,212 17,059 18,212 17,059

Note: This Table explores how credit scarcity, proxied by different relationship or firm-level characteristics, and bank capital scarcity, proxied by the difference between bank’s
CET1 under the transitional and full Basel III phase-in definitions (Basel III Gap), interact with the SME-SF pass-through. The first four columns report effects on rates; first,
the baseline effect of a local linear specification, for reference; second, the interaction between SME-SF Eligibility and bank capital scarcity; third, the interaction with credit
scarcity; fourth, the model including both interaction terms. The second four columns report effects on granted credit. The four different panels use alternative proxies for credit
scarcity. We estimate all specifications locally with triangular kernel weights, over bandwidths chosen to minimize MSE. 𝑡-Statistics, from errors clustered at the firm and bank
level, are in parentheses. Controls: Relationship-level: Lags of share of total drawn credit, revolving granted/total granted, utilized/granted, firm’s and bank’s hq in same province,
log(relationship age). Firm-level: Lags of liquidity ratio, leverage, log(assets), log risk score (Altman z-score), EBITDA/assets, industry dummies, regional dummies, dummy for the
presence of multiple relationships, investment ratio. Bank-level: A dummy singling out cooperative banks; the lag of CET1, liquidity, retail and wholesale funding ratios; the log
of lag assets. We report robustness to alternative proxies of capital scarcity in Tables A6 and A7.
rule of thumb for classifying relationships as small, we could have a
spurious driver of our results.

If this were the case, though, we should also find a discontinuity
at the threshold for firms that are not SMEs according to the specific
definition that applies to the SME-SF. Therefore, we run a placebo test
estimating Eq. (3) on firms with turnover above e50 million. We display
the results in the third line of Table 3, showing no such discontinuity,
no matter the specification.

Bandwidth robustness. We run a further check on the behavior
of estimates under different bandwidths. In Fig. 6, we show that if we
drop the optimal bandwidth selection (and thus bias-correction) and
we force small but progressively increasing bandwidths, we converge to
the estimate reported in Table 3. Going from a symmetric bandwidth of
e25,000 to one of e205,000, we see a discontinuity estimate gradually
approaching −25 basis points in 2014 and 0 in 2013, with progressively
smaller errors. This orderly behavior mitigates the concern that our
12
result is spurious and only due to including odd observations through
sample selection.40

5.1. Heterogeneity: Switching costs and capital scarcity

The baseline results capture the average pass-through from the
SME-SF capital discount to the cost of credit. This effect might not
reflect the full extent of the benefit of a capital discount for banks.
First, the pass-through may be smaller for firms that have difficul-
ties finding alternative sources of credit. Second, the shadow cost of
regulatory capital will likely differ across banks, depending on how
binding the regulatory constraint is. If our 𝛽 captures the shadow
cost of regulatory capital, we expect estimates to be greater for banks

40 We provide details on the point estimates in Appendix Table A4.
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Fig. 5. Discontinuity plots, Reform and Placebos.
Note: From the top left, we report the reform effect at the eligibility threshold for SME credit lines in 2013–2014; the placebo for SME credit lines at the SME-SF threshold
in 2012–2013; the placebo discontinuity employing non-SME credit lines in 2013–2014; the placebo for the fictitious e500 thousand of past utilization threshold, for SMEs in
2013–2014. The figure plots on the 𝑦-axis the delta in yearly rates before and after SME-SF implementation (and for the 2012–2013 window in subfigure (b)); on the 𝑥-axis, we
plot the lag of credit drawn, in thousands of e. The overall limits of the 𝑥-axis shown are selected minimizing the MSE of the discontinuity point estimate, under the constraint
of equal spans on the two sides of the threshold for presentation clarity. Gray balls represent binned averages of the data, with ball dimension increasing in the number of
observations in each equally spaced bin. Dark (right-of-threshold) and ocra (left-of-threshold) solid lines are smoothed polynomial estimates of the relationship between past drawn
amounts and rate changes, while dotted lines are the 95% confidence intervals.
with a higher shadow cost. As our setting does not require any fixed
effects for identification, we are in a unique position to explore such
heterogeneity.

In this subsection, we first introduce our proxies of switching costs
and regulatory capital scarcity. Then, we demonstrate that both di-
mensions drive heterogeneity in the SME-SF pass-through to the cost
of credit. Moreover, we investigate the effect of the SME-SF on credit
growth and find no average local effect from the SME-SF on the growth
of credit granted.41 Nevertheless, the absence of a quantity effect at
the threshold may conceal pass-through heterogeneity. We show that
the evidence points in this direction, suggesting that banks reduce
granted credit to subsets of eligible borrowers that can be identified as
weaker/more bank dependent. These include riskier eligible relation-
ships, relationships belonging to firms either characterized with high
past utilization rates or endowed with only one credit line, possibly
increasing supply to the rest.

We start from firm-level heterogeneity as mapped by switch-
ing costs proxies. The importance of bargaining power in bank-firm
credit relationships is a classic result (e.g. Rajan, 1992), with abundant
empirical evidence in support of its relevance as a driver of credit
access and cost (e.g. Detragiache et al., 2000; Ioannidou and Ongena,
2010; Santos and Winton, 2019). Moreover, recent evidence shows that
the same channel is an important mediator for monetary policy pass-
through (Agarwal et al., 2023; Benetton and Fantino, 2021; Scharfstein

41 We document this in Appendix Table A5.
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and Sunderam, 2016). Our results suggest that the same holds for the
pass-through of capital regulation, consistently with studies finding
that the borrower’s capacity to switch to other credit providers limits
the exploitation of bank market power in credit relationships (see
Ioannidou and Ongena, 2010; Barone et al., 2011; Allen et al., 2019).

For a firm, the ability to switch does not simply amount to having
two or more credit relationships. For example, a firm on the verge of
default endowed with many credit relationships may be more captive
than one with one relationship but a healthy balance sheet. For this
reason, we consider not only the number of bank credit lines but also
each relationship’s past utilization rate, the firm’s capacity to generate
earnings (EBITDA over assets), and the firm’s credit risk rating.

In greater detail, the multiple relationships indicator is a dummy
taking value one if a firm has multiple credit relationships in good
standing. We track the degree of utilization of credit lines and firms’
earning capacity using the standardized lag drawn over granted ratio
and the standardized EBITDA over assets ratio. We standardize by
subtracting to a variable its population mean and dividing the resulting
difference by the original standard deviation. Thus, we can interpret
results as the effect of one standard deviation changes around the mean
in the variable of interest on the pass-through. Finally, we identify risky
firms by a dummy variable equal to one if the risk rating is in the top
four notches of the nine-value scale of the rating.

Regarding bank-level heterogeneity, we consider a measure of
capital scarcity based on the discussion in Section 2.2. We construct
our variable as the standardized difference between transitory and fully



Journal of Financial Intermediation 55 (2023) 101040E. Bonaccorsi di Patti et al.

𝑥
e
w
s

p
2

B

w
t
t

t
d
b
A
(
a
o
b
t
(
t
l

t
i
e

o
T
d

Fig. 6. Bandwidth robustness.
Note: The Figure reports the point estimates (black diamonds) and confidence intervals (gray shaded areas) for discontinuities at the SME-SF assignment threshold obtained under
increasingly larger bandwidths. We estimate the following specification 𝛥𝑖𝑏𝑓 = 𝑎 + 𝛽𝑅𝑏𝑓 + 𝜙(|𝑥2013𝑏𝑓 − �̄�|) + 𝜈𝑏𝑓 , where 𝑥𝑏𝑓 is drawn credit, �̄� the e1.5 million threshold, 𝜙 the linear
𝑏𝑓 polynomial independently estimated on the two sides of the threshold, and 𝛽 the parameter of interest we estimate and plot. Below the graph, under the label ‘‘Bandwidth’’,
ach line marks the furthest observation to the right and left of the threshold we include in the local estimation. Below the ‘‘Year’’, each line marks which sample we employ,
hether concerning the year of treatment (2014), or the year before. A black dot to the right of the corresponding line marks that we computed the estimate above using that

pecific bandwidth and sample. We report details on the point estimates up to bandwidth e105 thousand in Table A4.
h
i
o

hased-in capital ratios, using the first available information (March
014)42:

asel III Gap𝑏𝑡 = Transitory Ratio𝑏𝑡 − Full Basel III Phase-In Ratio𝑏𝑡

e assume that the greater the adverse impact of the new definition,
he greater the shadow value of an additional euro of regulatory capital
o that specific bank.

The Basel III Gap based on supervisory reports is a better measure
han the level of the CET1 ratio, as we are interested in capturing the
istance from the desired level of equity for each bank. Indeed, each
ank’s capital ratio is typically higher than the regulatory minimum.
s discussed in Repullo and Suarez (2013) and Corbae and D’Erasmo

2021), a bank with a high regulatory capital ratio may be willing to
ccumulate even more equity and thus have a very high shadow value
f capital, and vice versa. As long as the transitory ratio is closer to the
ank’s desired target than the fully phased-in one, a positive value of
he gap indicates that the bank will need to increase regulatory capital
and/or shrink risk-weighted assets) to revert to its desired buffer by
he year 2018. Conversely, a negative value indicates that a bank will
ikely hold too much capital under the new regime.

Our implicit assumptions are that the new regime causes a shock,
he size of which depends on the initial composition of the bank’s cap-
tal, and that this shock is independent of each relationship’s SME-SF
ligibility status. The continuity tests displayed in Fig. 4 and Appendix

42 We use the risk-weighted asset as of March 2014 as denominators to
btain the capital ratios employed for the results in Table 4. In the Appendix
ables A6 and A7, we show the robustness of our heterogeneity results to
ifferent definitions of the gap variable.
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Table A1 (last line) support this last assumption. The difference be-
tween the transitory and the fully phased-in CET1 ratios is continuous
at the SME-SF assignment threshold.

To obtain a meaningful comparison of parameters and confidence
intervals, we estimate the interaction effects in the following local
parametric specification43:

𝛥𝑦𝑏𝑓 = 𝛼 + 𝛽𝑀𝑅𝑏𝑓 + 𝛾𝐹 ⋅ Switching Costs Proxy𝑏𝑓𝑡 ⋅ 𝑅𝑏𝑓+

𝛾𝐵 ⋅ Basel III Gap𝑏 ⋅ 𝑅𝑏𝑓 +𝛺𝑋𝑏𝑓 + 𝜙(|𝑥2013𝑏𝑓 − �̄�|) + 𝜖𝑏𝑓
Estimated on 𝑏𝑓 ∶ 𝑥𝑏𝑓 ∈ [�̄� − ℎ−, �̄� + ℎ+]

(4)

where the Switching Costs Proxy is one of the four variables previously
introduced; 𝜙 is a linear polynomial estimated independently on the
threshold’s two sides; 𝑋𝑏𝑓 collects controls, which we always include
ere to mitigate the concern of picking up spurious variations with our
nteraction coefficients; 𝜖𝑏𝑓 is an error term clustered simultaneously
ver firms and banks. Finally, the 𝛥𝑦𝑏𝑓 dependent variable stands al-

ternatively for the change in interest rates on the relationship between
bank 𝑏 and firm 𝑓 and the log change in credit granted by bank 𝑏 to
firm 𝑓 .

We report in Table 4 the results of estimating Eq. (4) for each of
the different proxies and with either the price change or the change

43 To perform the estimation, we select the bandwidth using Calonico et al.
(2017), construct triangular kernel weights based on such bandwidths, and
finally estimate a locally weighted regression employing the Correia (2016)
reghdfe package. Of course, the cost of doing so is not correcting point
estimates and standard errors for bias as when using Calonico et al. (2017).
However, as such correction has a low impact on our main results (see Table

A3, which omits the correction), we argue that the scope for concern is limited.
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in the quantity of credit granted as the outcome variable. In the first
four columns, we document interest rate change results, and in the last
four, those for the difference in the log of credit granted. The first
column of each set of regressions reports for reference the estimate
of the treatment effect without the inclusion of interaction terms;
the second column includes the interaction between the SME-SF and
Basel III gap; the third column displays the results obtained by adding
the interaction between the SME-SF and the switching costs proxies.
Finally, the fourth column jointly shows all interactions. We present
four alternative panels, one for each switching costs proxy.

We find economically significant pass-through heterogeneity across
the first four columns. The interaction coefficients range from 50 to
almost 100 percent of the estimates reported in Table 3. Both demand
and supply heterogeneity are relevant mediators of the pass-through
to interest rates. For example, in the fourth row of the first panel, we
note that a standard deviation increase in the drawn over granted ratio
almost halves the discount from 28 to 15. A similar result holds for
firms with high risk scores, as seen in the last panel’s last row.

Conversely, the central two panels show that firms with better
outside options drive the pass-through. The last row of the third panel
shows that one standard deviation higher EBITDA implies an 11 basis
points higher discount. In the second panel, we can see that firms
with more than one credit line in good standing drive the SME-SF
effect. Finally, in each panel’s third row, we show the estimates of the
Basel III Gap interaction effect. Across all specifications, banks with one
standard deviation larger gap decrease rates to eligible relationships by
about six basis points more.

In the second four columns, we study the effect of the SME-SF
on credit allocation, measured by the change in the log of credit
granted. In the first column of this block, we cannot see any significant
average effect on credit granted, i.e., banks do not increase loans
to eligible firms more than to other firms. On the contrary, eligible
relationships whose utilization rate is higher start being rationed after
the introduction of the SME-SF. The effect is economically significant:
Credit declines by two percent if the past drawn over granted ratio is
one standard deviation larger. A similar result holds for high-risk firms
(last panel). In contrast, the second panel shows that the insignificant
average effect is probably due to the composition of a decrease in
granted credit to firms with only one credit line in good standing with
an increase to firms with more than one credit line. Finally, a high Basel
III Gap does not influence the pass-through of the SME-SF to quantities.

Overall, our findings on quantities yield support for the policy
change introduced in the new EU capital requirement regulation (CRR
II), which smoothed the sharp eligibility threshold.44 Indeed, evidence
suggests that the sharp discontinuity may have discouraged the exten-
sion of credit to creditworthy albeit more fragile customers.

Our results are consistent with the insights from recent theoretical
studies showing that firm and bank-level heterogeneity influences the
bank lending channel (Ambrocio and Jokivuolle, 2017; Bahaj and
Malherbe, 2020; Harris et al., 2020). In particular, our findings align
with Harris et al. (2020), suggesting that adjustments to risk weights
disproportionately affect the access to credit of marginal (more credit-
constrained) customers.

5.2. What we learn on the cost of capital regulation to banks

Our estimates easily convert into a measure of the impact on the cost
of credit to the firms from a one percent decrease in the minimum cap-
ital requirement. From this impact estimate, under some assumptions,
we can learn about the benefit to banks.

44 The new rules foresee an increase in the SME-SF eligibility threshold from
1.5 million to 2.5 million. Moreover, if the exposure exceeds the threshold,

he credit relation will still be eligible for benefits. The fraction below e2.5
million will still receive the original 76.9 percent support factor. The exceeding
portion will enjoy a reduced support factor of 85 percent. See https://eur-
15

lex.Europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32019R0876.
Below, how regulators set the minimum capital ratio requirement:

𝛺𝑏𝐴 = 𝛩
⏟⏟⏟

Minimum Fraction

∗ 𝜔𝐴
⏟⏟⏟

Risk Weight

∗ 𝐴𝑏

here 𝛺𝑏𝐴 is the mandated minimum equity amount bank 𝑏 must set
aside given it finances asset 𝐴 for a sum of e𝐴𝑏.45 𝛺𝑏𝐴 is a 𝛩 fraction
of the 𝐴𝑏 amount weighted by the 𝜔𝐴 risk weight on assets of type 𝐴.

Changes in the risk weights cause a change in 𝛺𝑏𝐴. The eligibility
to the SME-SF implies an approximately 2 percentage points saving on
the capital required vis-a-vis the same exposure without the SME-SF46:

𝛥
𝛺𝑏𝐴
𝐴

= 𝛩
⏟⏟⏟

Minimum Fraction

∗ 𝛥𝜔𝐴
⏟⏟⏟

Risk Weight

≈ −8% ∗ 24% = −0.02

where 24 percent is the approximate decrease in the risk weight on
eligible exposures.

The previous sections show that the estimated average impact 𝛽 is
around 26 basis points. Then, a simple calculation yields the value of
the impact on the cost of credit for 1 percentage point change in the
minimum capital ratio:

𝛽

𝛥𝛺𝑏𝐴
𝐴

= −26
−2 (percentage points) =

3 𝑏𝑝 per percentage point change in the capital requirement

iven the heterogeneity results, we stress that this average number is
ndeed just an average, and the pass-through to better customers should
apture the benefit to banks more precisely.

Similarly to Plosser and Santos (2018), we apply the above back-
f-the-envelope calculation to a 1 euro loan. The minimum capital
equirement on this loan would decrease by 2 cents after the SME-
F implementation. Assuming that the drop in rates for a firm with
ne standard deviation higher EBITDA thoroughly reflects the initial
enefit to the bank from the reform, we sum the first and the last
ine of column (4) in Table 4’s EBITDA panel, and divide the resulting
verage discount of about 32 basis point by the 2 cent decrease in
he requirement per unit of credit. Thus, we derive the shadow cost
f 1 additional euro of mandated minimum capital buffer for banks as
pproximately 16 e-cents.

Then, interactions with our measure of capital scarcity suggest that
the marginal benefit varies with the extent to which each bank is
constrained, reaching about 19 e-cents for banks with one standard
deviation greater shortfall in regulatory capital resources from an im-
mediate Basel III phase-in (19 is the result of adding the 3 cents greater
benefits per euro of requirements’ reduction to these banks).

Under the assumption that banks optimally choose their balance-
sheet structure, that they are using to the full possible extent every
alternative to equity they have, and that they will keep a fixed buffer on
top of the minimum requirement – so that 1 euro less in the minimum
requirement would imply 1 euro less of equity to hold for the bank –
we can read this number as an approximation of the increase in bank
profit for holding 1 euro less in equity to finance the loan.

45 In practice, banks hold more than the minimum buffer for prudential
reasons, i.e., there exists a 𝛩𝑏 > 𝛩 for each bank 𝑏. For a theoretical
explanation of such a behavior, see Repullo and Suarez (2013).

46 We use 100 percent as the reference number for the baseline (without
SME-SF) risk weight and eight percent as the baseline minimum capital ratio
as they are the same employed in the design of the SME-SF itself (see, e.g.
EBA, 2016, p.43). They correspond to the risk weight and capital ratio faced
by a corporate exposure of a bank relying on external risk weights (Standard

Approach) for that exposure.

https://eur-lex.Europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32019R0876
https://eur-lex.Europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32019R0876
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6. Conclusion

We evaluate by an RDD the impact of the 2 percent discount in
capital requirements implied by the SME-SF, which applies to SMEs’
loans below e1.5 million, and find that the cost of eligible loans
decreases by approximately 26 basis points. Moreover, we document
that the estimated effect is larger for firms more likely to switch to
other banks and for banks whose shadow cost of regulatory capital is
higher.

Under the assumption of a complete pass-through of the benefit
from a lower capital requirement to these low switching costs borrow-
ers, we quantify an approximate 16 bps relief to banks’ cost of funding
from decreasing the minimum capital buffer by 1 percent, with sizable
bank heterogeneity driven by our proxy for regulatory capital scarcity.

Overall, the considerable variation in our estimate of the SME-SF’s
effect across firms and banks stresses the importance of considering
the entire distribution of banks and firms’ characteristics to understand
who gains or loses from changes in bank capital regulation.

Data availability

The data that has been used is confidential.

Appendix A. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.jfi.2023.101040.
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